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Lay Summary

As the Internet of Things (IoT) continues to grow, more devices than ever are connected
and communicating every day, from smart home appliances to industrial sensors. This
leads to a large amount of data being generated everywhere, all the time. Traditionally,
this data was sent back to large central computers (cloud) for processing. However, to
make things faster and more efficient, a lot of this processing is now being done closer to
where the data is actually generated — at the “edge” of the network, like on local devices
or nearby servers.

This thesis aims to make intelligent IoT systems work better, faster, and more reliably
by tackling a few key challenges. Initially, the thesis presents a smart way to decide
where and how tasks/jobs should be allocated within this new edge-to-cloud environment
to save time and increase performance, especially when immediate decisions are needed
by IoT applications. It also includes designing a method to efficiently distribute the
task load on all the available resources considering various factors that directly affect the
efficiency of the environment. The factors monitor the total running time and resources
utilised of the system and try to minimise them. Another approach is to develop new
methods to improve how these systems learn and make decisions by training them more
efficiently. This involves choosing the most important parts of a system that need learning
and removing unnecessary parts, making everything run smoother and quicker. Lastly, the
thesis explore how to better manage all the data these devices use and generate, ensuring
that it is stored safely and can be accessed quickly, even if something goes wrong. By
considering these scenarios, this thesis aims to enhance how smart devices operate and

communicate, making them better suited to the needs of our fast-paced, data-driven world.



viii

Abstract

The rapid expansion of the Internet of Things (IoT) has resulted in a paradigm
shift of computing from centralised cloud to edge environments, where data processing
is performed closer to the source.  However, the deployment of intelligent IoT
applications within this edge-cloud continuum presents unique challenges, including
resource management, data processing efficiency, and maintaining system reliability. This
thesis focuses on enhancing the performance of intelligent applications by designing
approaches for optimising task allocation, load distribution, Machine Learning (ML)
operations, and data management in the IoT infrastructure.

The thesis aims to design a framework that supports efficient and cost-effective
operation of IoT applications across the edge-cloud continuum. I first propose an
algorithm for dynamic task allocation that emphasises on minimising the completion
time while maximising the task execution performance. By formulating the algorithm
that dynamically allocates tasks based on real-time analytics and system state, the
approach effectively reduces execution latency and enhances the accuracy of real-time
decision-making processes. In addition to task allocation, this thesis presents a load
distribution framework for IoT applications deployed on edge computing infrastructure.
The mechanism prioritises completion time, waiting time, resource utilisation, evaluation
overhead, failure rate, and provides a strategic approach that classifies tasks and
computational resources into categories such as restricted, public; and private, shared.
This results in a security-aware load distribution mechanism that handles IoT-based
tasks in real-time. In order to optimise the ML and Artificial Intelligence (AI)
operations, the thesis introduces an approach to select layers for model training using
a genetic algorithm. This method determines the optimal configuration of active and
inactive layers which enhances the model efficiency and adaptability during training
phases. A pruning mechanism is also developed which utilises heatmap to identify
performance-critical features and simplifies the model by eliminating non-essential
features. This dual approach significantly reduces computational overhead and execution
time while preserving the essential analytical capabilities of the model and maintaining
its accuracy. To handle IoT-based data, the thesis also proposes a methodology that
ensures optimal storage, access, and recovery of data and model files in case any data
loss or system failure occurs. All these methods are designed to enhance the resilience
of the IoT system, ensuring that their performance, data integrity, and availability are
maintained even under adverse conditions. Through mathematical formulation of the
problems and implementation via simulation and testbed, I validate the feasibility and

performance of proposed frameworks on an agricultural (weed detection) use-case scenario.

Keywords: Edge-Cloud Continuum, Internet of Things, Load Distribution, Machine

Learning, Serverless, Task Allocation.
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Chapter 1

Introduction

The chapter presents an overview of the Internet of Things (IoT), edge-cloud continuum
architecture, and associated services with them. It also highlights the necessity for
enhancing and improving the performance of intelligent IoT applications using edge and
cloud resources, considering the rise in data volumes and computational demands of

real-life applications.

1.1 Internet of Things

The IoT is a vast network of devices that are connected to the internet where each
node is capable of collecting and sharing data across a network without requiring direct
human-to-human or human-to-machine interaction. This network integrates various types
of objects embedded with electronics, software, sensors, actuators, and connectivity to
enable the exchange of information with other devices and systems [1]. These devices can
range from smart home appliances to sophisticated industrial machines.

IoT networks have the ability to enhance operational efficiency, improve human
decision-making, and increase the value of services through automation and data
integration. The primary element of an IoT network is a sensor that gathers data from
the nearby environment. This data can include everything from temperature readings to
complex changes in the air, depending on the sensor and its purpose. Once collected, the
data is sent to computing devices located closer to the IoT nodes, which pre-process the
data to reduce latency and network congestion [2]. After initial processing or computation,
the data can be sent for further analysis and storage, enabling more comprehensive data
management and task execution. Figure 1.1 below shows the mechanism for handling

tasks and data within an IoT infrastructure.
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Figure 1.1: Execution mechanism within an IoT network.

The growth of IoT has been rising exponentially, leading to a surge in the number of
connected devices in IoT infrastructures. Each year, billions of new devices are connected

which generates large volumes of data very rapidly. This rapid expansion is largely driven
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by the decreasing cost of sensors and connectivity hardware, as well as the increasing
availability of computational resource nodes [3]. The data produced by connected devices
is also becoming a critical element for businesses and governments as they can use it to
make more informed decisions, optimise operations, and predict future market trends.

However, the huge amount of generated data also presents significant challenges that
necessitate innovative approaches for efficient IoT management. As the number of
connected devices continues to grow at a rapid pace, the volume of data they produce
is enormous and continues to increase exponentially. This large amount of data requires
sophisticated strategies for storage, processing, and analysis to ensure it can be used

effectively and efficiently used within task execution infrastructures [4].

1.2 Edge-Cloud Continuum

In order to handle the large amount of data, the traditional approach for computation is
cloud computing. It is a form of computing that relies on shared computing resources
rather than having local servers or personal devices for handling the execution of
applications. It offers a variety of services such as servers, storage, databases, networking,
software, analytics, and intelligence over the internet to enable faster innovation, flexible
resources, and economies of scale. Cloud computing is known for its high availability,
ensuring that services are accessible nearly 100% of the time from anywhere in the world.
This is highly important for services that require continuous uptime in applications [5].
They also have rapid deployment capabilities which allow organisations to launch
applications and services easily while minimising the initialisation time. Moreover, the
cloud providers manage the maintenance and service updates, which reduces the burden
of managing I'T operations, allowing them to focus more on features and strategic actions
of the application.

However, the adoption of cloud computing also introduces several challenges. High latency
is a significant issue, particularly for applications requiring real-time processing, as data
travels to and from the cloud servers which usually causes delays. Security vulnerabilities
are another critical concern; despite robust security measures by cloud providers, the risk
of data breaches and other cyber threats persists due to the external management of data.
Vendor lock-in is another drawback where owners may find it difficult and costly to switch
providers once they have committed to one, due to compatibility issues and contractual
limitations [6]. Additionally, cloud computing also relies heavily on internet connectivity,
and any instability in the connection can disrupt access to services, potentially leading to
significant operational delays and losses.

To handle these primary challenges associated with cloud service providers, edge
computing provides another computational approach. It is a distributed computing
paradigm that improves processing by bringing computation closer to the data source.
This approach is fundamentally distributed as it utilises numerous edge devices to handle

computations locally. This decentralisation helps reduce the distance data or tasks traverse
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and significantly minimises latency and bandwidth. It also improves the privacy and
security of data by retaining it at the edge (much closer in comparison to centralised
data centres). Edge computing also offers robust support for mobile environments where
connectivity might be intermittent [7]. Mobile devices, vehicles, and other moving entities
can also maintain operational effectiveness by processing data locally, ensuring that they
continue to function efficiently irrespective of the network status of a central server.
However, edge computing comes with its own set of challenges. The devices used at the
edge typically have limited computational power and storage capacity, which might restrict
the complexity of tasks they can handle and require fallback to more powerful central
computing resources for more demanding processes. Additionally, managing an edge
computing infrastructure introduces significant complexity due to the need to coordinate a
vast number of diverse devices and technologies [8]. This setup involves consistent updates,
security management, and maintaining connectivity across heterogeneous devices, which
can complicate standardisation and broad-scale deployment. Despite these challenges, the
strategic advantages of edge computing — particularly its capacity for low latency and
enhanced local processing — continue to drive its adoption in fields requiring quick, local
data processing and decision-making.

To handle the challenges associated with both cloud and edge computing, a popular
approach is to utilise the edge-cloud continuum for executing tasks. The edge-cloud
continuum represents a transformative approach in computing that takes the distinct
advantages of each approach, optimising data processing and storage across a continuum
from the data source to the cloud. The continuum allows data to be processed at the most
appropriate location depending on the performance, cost, and efficiency considerations,
selected specifically based on the needs of each application. The edge-cloud continuum
offers a dynamic and flexible approach to data processing for modern applications,
balancing the need for rapid response capabilities at the edge with the powerful processing
and analytic capabilities of the cloud. This integrated approach is particularly well-suited
to the demands of modern IoT applications in smart cities, healthcare etc, where diverse

data processing needs a versatile and adaptive solution.

1.3 Architecture for Edge-Cloud Continuum

The architecture of the edge-cloud continuum is designed to leverage both the localised
processing power of edge computing and the large resource pool of cloud computing. This
hybrid architecture ensures that data is processed efficiently, quickly, and at the scale
required by modern IoT applications [9]. The architecture typically comprises multiple
layers where each layer serves a specific function in the continuum from data generation
to actionable insights. Figure 1.2 shows an architecture for edge-cloud continuum which
can be used for executing IoT applications.

The first layer of the architecture is an end-user layer, which consists of the physical devices

and sensors that initially capture data. This layer is the closest to the physical world
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and includes a wide array of IoT devices like cameras, environmental sensors, wearable
devices, and industrial machines. The primary role of these devices is to perform basic data
collection and preliminary processing. They can filter and pre-process the data to reduce
the volume that needs to be transmitted to higher layers, addressing issues of bandwidth

and communication latency effectively. Once the data is preprocessed and filtered, it is

o Cloud Node
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forwarded to the next layer for execution.
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Figure 1.2: Architecture for the edge-cloud continuum.

The middle layer is the fog layer which acts as an intermediary between the edge nodes
and the cloud, providing additional processing resources closer to the edge of the network.
This layer facilitates more complex processing that may not be feasible at the edge due
to resource constraints but still requires lower latency than cloud processing. This layer
can manage tasks like advanced analytics, longer-term data retention, and more detailed
real-time processing, distributing these tasks more efficiently across the network. It is
also possible to have multiple hierarchies within this fog layer, such that each higher layer
can have higher computational and storage capacity whereas the lower layers have better
response time and lower execution delay. At the top of the hierarchy is the cloud layer,
which provides powerful computational resources and massive storage capabilities. This
layer is ideal for execution that requires intensive computation or involves vast amounts
of data that need long-term storage. The cloud can perform complex analytics, machine
learning model training, and comprehensive data mining tasks. Data that requires no
immediate action but is valuable for historical analysis, pattern recognition, and predictive

analytics is typically handled at this layer.

1.4 Integrating ML, AI with Edge and Cloud

Integrating Machine Learning (ML) and Artificial Intelligence (AI) with both edge and

cloud computing has transformed the way data-driven insights are generated and utilised
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by creating a more responsive and intelligent network infrastructure. This integration
utilises the strengths of ML and AI to enhance the capabilities at the edge-cloud
continuum, enabling smarter decision-making processes and more efficient operations
across various sectors [10].

At the edge level, ML-AI integration focuses on real-time data processing and immediate
decision-making. Since edge devices operate close to the data sources, they are well
positioned to implement ML models that require quick responses, such as facial recognition
systems, threat detection in farms, immediate traffic flow optimisation, or predictive
maintenance sensors on industrial equipment. These applications benefit from the low
latency provided by edge computing, as they often need to function in near real-time
without the delay that would come from sending data to a distant cloud server. However,
edge devices typically have limited computational power and storage capacity, which
restricts the complexity of the ML models they can deploy. To address this limitation,
simplified or compressed versions of models are often used at the edge, derived from more
complex models trained in the cloud [11]. This approach allows edge devices to execute
Al-driven tasks efficiently, using models that are periodically updated and refined in the
cloud.

The cloud layer also has a crucial role in this integrated setup by providing the resources
necessary for more intensive ML tasks, such as training large-scale models and performing
complex analytics that are not time-sensitive. The cloud's powerful computational
capabilities and vast storage options make it ideal for handling high-load AI tasks,
including large language models (LLMs), deep learning models, and large-scale data mining
frameworks. These tasks benefit from the cloud's ability to aggregate and analyse data
collected from multiple edge devices, enabling more comprehensive insights and model
improvements.

Moreover, this integration requires continuous management and coordination to ensure
that AI models are deployed effectively across the network [12]. These layers handle
model updates, data synchronisation, and resource allocation, ensuring that ML tasks are
carried out efficiently and securely, balancing between edge and cloud based on specific
application needs and network conditions. Integrating ML, Al with edge and cloud
computing not only enhances operational efficiencies but also opens up new possibilities
for innovation in fields ranging from autonomous driving and smart cities to healthcare
and industrial automation. This dynamic cooperation of computing and Al technologies
can be foundational in designing the next generation of smart, connected IoT applications

for our everyday requirements.

1.5 IoT Applications Utilising Edge and Cloud

The integration of IoT with the edge-cloud continuum can improve various industries
by enabling more efficient, responsive, and intelligent applications. These applications

leverage the strengths of both edge computing for real-time execution and cloud computing
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for intensive data analysis. Several key applications in IoT utilising the edge-cloud

continuum are as follows:

e Healthcare Monitoring System: In the healthcare sector, IoT devices utilise
edge computing to monitor patient health metrics in real-time. Wearable devices
can track vital signs like heart rate and blood pressure, and edge devices can process
this data immediately to detect anomalies. This setup allows for prompt medical
responses, potentially saving lives in emergency situations. The cloud nodes can
aggregate patient data over time, providing improved health analytics, research, and

personalised medicine by analysing trends and improving diagnostic algorithms [13].

e Smart Cities: IoT applications in smart cities [14] make extensive use of edge-cloud
architecture to enhance urban management and quality of life. Sensors and IoT
devices deployed throughout a city can monitor traffic flow, air quality, and energy
usage in real-time. At the edge, data is processed locally on roadside units to
enable immediate responses, such as adjusting traffic lights, optimising traffic flow,
or triggering alerts for pollution control. More comprehensive data analysis and
planning tasks are handled in the cloud, facilitating long-term urban planning and

resource management.

e Precision Agriculture: IoT devices are used extensively in the agriculture sector
to monitor soil conditions, crop health, yield prediction, and weather conditions.
Sensors can provide immediate data to edge nodes, which can process the information
to give real-time feedback to actuation systems and optimise resource usage [15].
Cloud computing contributes by analysing seasonal data and longer-term trends
to assist in crop planning, disease prevention strategies, and yield optimisation
techniques. Moreover, in rural agricultural environments where network connection
is inconsistent and unreliable, edge-cloud infrastructure can play a very crucial role.
It can provide local resources for computation and storage along with better security

and reliability.

e Industrial Automation: IoT in industrial automation relies on the edge-cloud
continuum for monitoring and optimising manufacturing processes [16]. Sensors
on machinery can detect operational anomalies or inefficiencies and process this
information at the edge to make immediate adjustments or shut down equipment
if a malfunction is detected. Meanwhile, data collected across the devices deployed
in a factory can be sent to the cloud for predictive maintenance, overall efficiency

improvements, and integration with enterprise resource planning systems.

e Autonomous Vehicles: Autonomous vehicles are equipped with numerous sensors
that generate vast amounts of data crucial for safe operation on the roads. Processing
this data on the edge allows for immediate decision-making essential for navigation
and obstacle avoidance. The cloud plays a role in updating navigation maps,

sharing traffic, music library, weather updates, and improving algorithms based on
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aggregated data from multiple vehicles, enhancing the overall execution and safety

of autonomous driving systems [17].

1.6 Challenges in Edge-Cloud Infrastructures

Deploying IoT applications within the edge-cloud continuum presents several significant
challenges that can impact the efficiency and effectiveness of formulated systems. A few

of the critical challenges are as follows:

e Limited connectivity is a major challenge in rural or remote environments where
network infrastructure is often insufficient. This constraint restricts the ability of
ToT devices to communicate effectively with edge or cloud servers, limiting real-time
data processing and decision-making capabilities [18]. As connectivity is crucial for
the operation of IoT systems, any inconsistency or interruption can degrade the

performance and reliability of the entire IoT ecosystem.

e Variable load distribution is also challenging in IoT applications due to the dynamic
nature of IoT data generation and consumption [19]. For instance, certain events or
times may trigger high volumes of data traffic, which can over-utilise the system if
not managed properly. This variability can cause performance bottlenecks, especially
when the infrastructure is already under strain, and can complicate the management

of resources across the network.

e Efficiency in resource allocation is crucial in environments where resources are
inherently limited and expensive. Edge computing devices, while beneficial for
processing data locally and reducing latency, often have less computational power
and storage capacity compared to centralised cloud data centres [20]. Efficiently
utilising these limited resources, while ensuring optimal performance across the
IoT network requires careful management and can be a complex task to achieve

consistently.

e Deployment of Al and ML tasks in IoT applications introduces additional
complexities. As the volume and complexity of data generated by IoT devices grow,
deploying advanced AT and ML models becomes more challenging [21]. These models
often require significant computational resources for training and inference, which
might not be readily available in edge scenarios. The large size of modern Al models
also poses a challenge, as they need to be accommodated within the constraints of

the available infrastructure.

e Optimising ML operations to run effectively on resource-constrained edge nodes
is another issue in IoT-based infrastructures [22]. Traditional AI models and
operations are designed for environments with an abundance of computational

resources. Adapting these to work efficiently within the limitations of edge
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computing environments requires significant modifications and optimisations, which

can be a complex and time-intensive process.

e Data management in edge-cloud environments involves handling the storage,
processing, and security of large volumes of data. Managing this data effectively
is critical for performance but becomes challenging as the data is distributed across
a multitude of devices and locations [23]. Ensuring data integrity, privacy, and timely
access in such a distributed setup is a critical task that requires sophisticated data

management strategies.

1.7 Research Objectives of the Thesis

The thesis aims to explore the fundamental challenges associated with deploying and
managing ML and Al based IoT applications on edge-cloud infrastructures. 1 have
evaluated the specific aspects of IoT systems to improve the overall resilience, efficiency,
and effectiveness of the edge-cloud infrastructures. To achieve this, the following research
objectives have been considered:

How can I enhance the resilience of task placement in IoT applications where
network connectivity is limited and the edge-cloud infrastructure is unreliable?
Execution resilience in this context refers to the system's ability to maintain operational
stability and performance despite disruptions or poor network conditions. The aim is to
develop a technique that allows IoT tasks to be dynamically adjusted and optimally placed
within a network of edge-cloud nodes. This includes exploring how tasks can be efficiently
allocated or handled locally when connectivity to a central server or cloud is unavailable.
Can I develop a mechanism for distributing the IoT based task load on
edge computing nodes without compromising the performance or resource
utilisation? This research question explores the design of a mechanism that optimally
distributes the workload among available edge computing nodes. The method aims to
ensure that no single node is over-utilised by demands, which could compromise both
performance and resource utilisation. The challenge is to achieve a balance that maximises
the efficiency of resource use while maintaining or enhancing the performance of IoT
applications. This involves creating adaptive algorithms that can adjust in real time to
changes in the network or application demands, thereby maintaining a balanced operation
across the network.

Is there an approach to improve the execution and deployment of ML and Al
operations in IoT based applications? This question addresses the improvement while
executing machine learning and artificial intelligence operations within IoT frameworks.
As ToT devices generate vast amounts of data, efficiently processing this data to extract
valuable insights becomes a critical factor. My aim is to explore new methods which
optimise ML and AT algorithms for better suitability in IoT setups, particularly focusing on
minimising latency, reducing computational overhead, and ensuring that these operations

can run effectively even on computationally limited edge computing devices.
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How can I improve the storage and access of data, ML model files in IoT
based applications in case any loss or failure occurs? The research question seeks
to enhance the management of data, specifically for ML and Al based tasks within IoT
applications operating on edge-cloud infrastructures. Effective data management is crucial
for maintaining the performance of IoT systems, which includes ensuring data integrity,
minimising latency in data access, and optimising storage across a distributed network.
The aim is to explore techniques for improving data synchronisation and accessibility,
ensuring that data is efficiently available to support advanced analytics and real-time

decision-making processes.

1.8 Primary Contributions
The main contributions of the thesis are as follows:

e Propose an architectural framework for a real-time image classification problem with
intermittent network connectivity. This problem is then mapped to a weed detection
use case — widely considered significant in precision agriculture. To demonstrate the
efficacy of our conceptual architecture, two ML models based on ResNet-50 and
MobileNet V2 have been trained for identifying weeds, using images captured from a
robot mounted camera. Light versions of these two models have been generated
respectively using the model quantization technique. A rule-based algorithm is
also formulated for decision-making, taking into account where to perform this

classification: locally or remotely.

e Formulate a security-aware load balancing framework for edge infrastructure that can
be used to support rural environments. The infrastructure is designed to distribute
computational tasks across multiple resources while also ensuring data privacy
and confidentiality. Our framework divides the tasks into independent categories:
restricted and public. These tasks are allocated to two different resources: private
and shared, based on security requirements and load characteristics of the node. A
two-function heuristic pipeline is designed to make the resource allocation decision
for each task, taking account of factors that have a direct influence on execution
performance. Completion time, waiting time, failure rate, resource utilisation,

security, and management overhead are the key factors used during evaluation.

e Design two distinct methodologies that enhance the efficiency of ML operations in
IoT applications — The first method aims to reduce the computational demands
associated with backpropagation by systematically freezing certain layers of the
neural network. This involves fixing the parameters of selected layers to prevent
them from updating during training. The primary objective is to cut down on the
time required for both the current training session and any subsequent adjustments
to model in the future. Another method focuses on refining the architecture of an ML

model by adjusting its parameter count. This strategy uses an automated process to
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identify and prioritise the most significant parameters for a specific dataset on which
it is trained. Subsequently, parameters that are found less critical are eliminated
from the model through a pruning procedure. This approach enhances the overall
efficiency of ML operations for both the training and inference phases, by reducing

the model's complexity.

e Presents an approach for managing the distribution, storage, and access of
substantial amounts of data generated by IoT devices within ML and edge computing
environments. The designed method focuses on data reduction at the source,
standardising formats for compatibility, efficient data compression, and replication
techniques, using the Reed-Solomon erasure coding technique. The aim is to focus
on balancing storage efficiency with network and processing demands. It enhances
efficiency by storing the static structure of the ML model separately from its dynamic
parameters. A single instance of the model's static structure is maintained, and
marita coding is applied to the frequently updated parameters. This approach
minimises redundancy and storage requirements, ensuring reliable protection of

dynamic data elements against data loss.

1.9 Structure of the Thesis

The thesis has been organised in the following chapters: Chapter 1 describes the
introduction to IoT and provides an overview of the edge-cloud continuum architecture.
It also highlights the challenges associated with edge-cloud infrastructures while
deploying IoT applications and identifies the research objectives that could improve their
performance. Chapter 2 provides the details about existing work done in the domain of
performance enhancement in edge-cloud frameworks. Chapter 3 explores the allocation
of tasks within an edge-cloud infrastructure, which is crucial for optimising the execution
and scheduling of tasks in IoT applications. The focus is on addressing specific challenges
such as inconsistent internet connectivity, communication delays, and network service
disruptions, which significantly impact the performance and reliability of IoT systems.
Chapter 4 takes the discussion to design a security-aware load balancing framework
specifically designed for edge based infrastructure, with an emphasis on enhancing support
for rural environments. Chapter 5 explores the impact of Al task execution on IoT
based environments. Optimising Al and ML based tasks hold immense potential for
revolutionising various industries and domains. By leveraging optimisation techniques and
methodologies, significant improvements can be achieved in terms of efficiency, scalability,
and performance of the frameworks. Chapter 6 explores the aspect of data management
where a substantial amount of data is generated in IoT applications utilising ML, AI, and
edge-cloud serverless environments and is prone to failure or data loss. Finally, Chapter 7
provides the conclusion of thesis and scope for future work. Figure 1.3 below graphically

shows the organisation and structure of this thesis.
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Chapter 2

Literature Review

This chapter provides a comprehensive description of existing literature and research
towards the performance enhancement of intelligent IoT-based applications and tasks
within the edge-cloud continuum. It also highlights the research efforts towards
designing the applications using edge computing infrastructures. The categorisation and
organisation of the literature review performed in this thesis is shown below in Figure 2.1.
The affordability and easy availability of Single-Board Computers (SBC) like Raspberry Pi,
Nvidia Jetson (nano), or Google Coral have made it possible to deploy on-field distributed
intelligent environments. This rapid growth in affordable IoT and edge-cloud systems
has resulted in the wider deployment of such systems in everyday applications. IoT
infrastructures generally interconnect a diverse set of devices having sensors and actuators,
that utilise communication protocols to exchange and collect data from end-users [24].
Edge and cloud computing [25] provides a task execution framework that critically handles
processing and data communication for IoT based tasks. It enables processing of data at
the network edge along with a central cloud node [26]. This results in faster response
times, higher quality of service and improved security compared to traditional centralised
servers [27, 28].

Adaptive Edge and Cloud Frameworks
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Figure 2.1: Categorisation of the literature review performed in this thesis.

2.1 Adaptive Edge and Cloud Frameworks

Nvidia Jetson and Raspberry Pi are now widely used to support edge-based Al

computing. Dependable use of these devices requires addressing operational issues such
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as inconsistent internet, communication delays, and service disruptions — that require
proactive strategies [20]. Li et al. [29] propose an adaptive resource allocation method
for edge-cloud based clusters that can reduce the service cost by adjusting the billing
mechanism of resources. By evaluating the impact of shrinking resources and integrity
of the data, the blocks of data on the shrink node can be migrated to other available
resource nodes in the cluster before they are released. An optimised placement model for
resources is designed as a data migration technique in this approach. Fault tolerance is
also a crucial requirement in IoT enabled robots, especially as they need to be operated by
non-experts. Researchers have extensively focused on fault-tolerance across platform and
infrastructure layers, such as the use of self-adaptive systems which provide quick backups
and reduced recovery times [30]. Other methods like the greedy nominator heuristic
ensure service reliability through service replication [31, 18] in the framework. With
the rising demand for AI in rural environments, applications require support for fault
tolerance to ensure performance and efficiency in most IoT applications. Recent literature
highlights advancements in weed detection and robotic weed management in agriculture,
such as studying weed classification using AI [32] or adapting to rural infrastructure to
securely train an AT model [33]. However, literature addressing infrastructure unreliability,
especially in rural farming areas [20, 34] is limited. Even though researchers are working
on optimising machine learning inference to reduce costs [35], delays [36, 35], and balance

workload [36], they often lack solutions designed for IoT settings in rural areas.

2.2 Task Offloading and Resource Allocation in Edge and
Cloud Systems

The rapid advancement of IoT and its applications has rapidly increased the need for
real-time processing and advanced computation on end-user nodes or devices. Despite
the increasing power of computing technologies, IoT devices often struggle to fulfil the
increasing demands of these applications [37]. To overcome the constraints related
to computation, storage, and battery life in IoT devices, computationally heavy tasks
can be shifted to nodes having more resources, such as those found in cloud or edge
environments. Cloud computing is a well-established infrastructure that supports this
offloading of tasks on remote nodes [38]. Cloud computing offers the significant advantage
of providing self-availed service and network access to these resources, irrespective of
the user's location [39]. This technology facilitates widespread network access to remote
resources and has seen broad application and growth alongside the expansion of cloud
computing [40].

Various studies have used cloud computing to address large-scale computational challenges.
For instance, Sun et al. [41] tackled the task offloading issue in vehicular clouds by creating
a learning algorithm that minimises offloading delays based on historic latency data.
Chen & Hao [42] explored task offloading in ultra-dense networks using software-defined

networks to optimise task execution times and conserve battery life. Similarly, another
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work [43] introduced a localised cloud computing model within the IoT setup, enabling
the creation of ad-hoc cloud nodes through nearby computing devices for task offloading.
Cloud computing also facilitates data-intensive research; Langmead & Nellore [44] utilised
it for genomics data analysis, handling vast, stored sequencing data sets that require
extensive computing resources. However, despite its many benefits, cloud computing
can introduce significant communication delays, which can be challenging for emerging
time-sensitive applications due to its centralised and remote infrastructure [38]. Bermejo
et al. [45] have also highlighted some limitations of cloud computing, such as the challenges
associated with processing location independence in specific networks like IoT and sensor

networks, where real-time processing is essential.

With the increasing demand for time-sensitive applications and the rising volume of
data, there's a need to position our resource nodes closer to where data is generated
and processed. Edge computing has emerged as a solution to this challenge, offering
computational and storage computing capabilities at the network's edge, closer to end
devices. This setup not only reduces the bandwidth usage of primary cloud networks by
allowing local offloading of tasks but also minimises latency, enhances energy efficiency,

and provides robust computing power for demanding tasks [38, 37].

In recent years, methods such as fog computing, mobile edge computing, and cloudlets
have been developed to operate at the edge of the network. Despite different naming,
these approaches function as an intermediary layer between end-users and the cloud,
offering quick access to storage, processing power and reducing the delay. Numerous
studies have considered edge offloading, especially for applications sensitive to execution
delays. Naouri et al. [46] proposed a three-tier offloading architecture, where tasks are
offloaded based on their computational and communication needs to minimise delays.
Meanwhile, traditional IoT systems, especially those handling multimedia, face significant
challenges due to bandwidth constraints. Work done by Long, Cao, Jiang, & Zhang [47]
addressed this by designing an edge-based architecture that groups video data to enhance
the accuracy of human detection within a strict time frame. Similarly, Zhang et al. [48]
explored an edge-computing framework using Unmanned Aerial Vehicles (UAVs), allowing

these UAVs to process time-critical tasks for IoT devices efficiently.

However, as edge servers become overloaded with requests, they may struggle to process
all tasks immediately. This can potentially lead to delays beyond the tolerable limits
for ToT devices [49]. In such scenarios, a combination of edge and cloud resources can
be more effective, ensuring tasks are completed within acceptable time limits even when
the computational load is high. This integration between edge and cloud computing has
been the focus of various research efforts aimed at optimising latency across networks.
[50] and [51] studied how to jointly allocate communication and computation resources in
systems that integrate edge and cloud computing. This collaborative approach extends
to processing tasks not just at the edge or cloud servers, but also directly on the mobile
end-user devices. Moreover, Hao et al. [52] introduced an offloading framework that utilises

a cognitive engine to manage resources across three layers: the end device, edge-cloud, and
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remote-cloud. This system effectively uses resources and processes tasks from intelligent

applications, optimising the overall operation and response times.

2.3 Intelligent Applications using IoT, Cloud, and Edge

Chen et al. [53] introduces a novel approach towards a resource-efficient edge framework for
emerging intelligent IoT applications, including ad hoc networks for precision agriculture,
e-health, and smart homes. The framework focuses on maximising resource efficiency by
facilitating optimal task offloading among the local device, adjacent edge nodes, and the
nearby cloud node. This ensures that computationally demanding tasks are supported
effectively across the network. The use of robotics in agricultural applications has also
revolutionised farming practices with precision tasks, automated crop management and
data-driven decision-making processes [54]. A multi-robot system usually operates in a
centralised or decentralised control setting [55]. A centralised strategy is proposed by
Conesa-Munoz et al. [56], that involves administering the workflow of a designed system
from a primary base station. The robotic assembly may consist of either aerial or terrestrial
vehicles. The complete integration of these platforms allows the execution of autonomous
operations in outdoor environments. On the contrary, for decentralised cooperative control
of heterogeneous robotic nodes, Dimakos et al. [57] illustrated the interaction of multiple
mobile agents comprising a group of unmanned aerial and ground vehicles that allows
collaborative operation of drones in a parts delivery scenario to enable the operation of
the factories. Ground-based navigation is further adapted to align with the centroid of the
group by utilising a Lyapunov-based optimisation approach. Another work [58] introduces
a smart system for home environments that administers the various nodes and services
within these settings. It activates or deactivates them according to predicted patterns
of a user's service usage. This system is designed to enhance the outcomes of a deep
learning classification model, particularly while the algorithm continues to learn from user

interactions.

Patros et al. [59] propose a solution for rural agricultural challenges of weak connectivity
and high latency. Their framework utilises a serverless framework to facilitate federated
learning tasks in rural applications. The task requirements are specified by analysing the
major challenges in rural agriculture communities of New Zealand. A rural-Al system
for pasture weed detection is considered as the proof-of-concept for demonstration and
evaluation in this work. Another work by Almurshed et al. [60] examined the ways in
which edge-cloud computing can be utilised to address the reliability challenges in rural
areas. A self adaptive system using an optimisation strategy called the greedy nominator
heuristic is proposed that manages the allocation of federated learning tasks in a rural
setting. These approaches yielded effective outcomes and provided efficient allocation of
tasks. However, in order to optimally utilise all the available resources at the edge layer,

load balancing and distribution also play a crucial role.
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2.4 Load Distribution on Edge and Cloud Nodes

Naas et al. [61] proposed a graph partitioning-based data placement strategy for fog
infrastructures. It uses a divide and conquer heuristic approach for splitting the allocation
problem into sub-parts. The proposed solution reduced the task placement latency and
provided a flexible, scalable, less complex method for distributing tasks in a fog network.
Other researchers [62] describe a dynamic task offloading mechanism for a resource node
where a task can be deployed. Their work also analyses the optimal path for offloading
the task to remote fog nodes. The offloading problem is mapped to an Integer Linear
Programming model that considers factors such as energy consumption, network delay
and link utilisation while making the offloading decision in the framework. Oueis [63]
proposed an approach with an aim to enhance user's quality of experience by handling the
problem of load balancing in fog computing environments. They addressed the complex
scenario where multiple users require computation offloading, necessitating the assignment
of all requests through local computation cluster resources. A customisable algorithm for
fog clustering is designed that establishes small cell clusters with low complexity and
ensures optimised resource management. In another work, researchers [64] introduce a
method that handles the load distribution limitations by (i) incorporating load-balancing
capabilities directly into the soft network edge, such as virtual switches, which eliminates
the need for modifications in the transport layer, customer virtual machines, or network
hardware, and (ii) implementing load balancing using finely segmented, nearly uniform
data units that align with end-host offload techniques to support high-speed networking.
They developed and implemented this load balancing approach (named it Presto) and

assessed its performance on a 10 Gbps physical hardware testbed.

Due to the limited computational power of mobile devices (MDs) and the varied
and constrained resources of cloudlets, a three-objective model has been developed to
simultaneously optimise the time and energy consumption of MDs [65], as well as
the load balancing across cloudlets. The authors introduced an efficient method for
multi-user, multi-application computational offloading in environments with multiple
cloudlets, utilising an enhanced version of the non-dominated sorting genetic algorithm
ITI. A brief comparative analysis of different load distribution approaches is shown below
in Table 2.1. Maia et al. [66] explore the idea of load distribution and service placement
using a multi-objective meta-heuristic algorithm. They utilised a concept of heuristic
initialisation that selects an initial population, with an aim to improve the efficiency
of the genetic algorithm. The method is designed to give priority to latency-sensitive
applications while simultaneously optimising conflicting objectives. These proposed
approaches outperform state of the art algorithms, however, there are other factors such
as security and failure risk that can still improve the performance of load balancing
and distribution systems. Table 2.1 below shows the comparison of factors considered

in existing approaches and our proposed approach SHIELD described in Chapter 4.
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Work ML ML Security Load Use-Case | Failure Serverless| Workload
Tasks Pipeline | Evaluation Balanced Examined | Fvaluation Management
[24] inference centralised | no yes smart city | no no nil
26 training distributed| no no industry no no nil
56 none none no yes agriculture | no no nil
[67] none none no yes UAVs no no lyapunov
analysis
[59] training, distributed| no no agriculture | no yes nil
aggregation
[61] none none no yes smart city | no no heuristic/graph
modelling
[62] none none no yes nil no no integer linear
program
[68] none distributed| availability no smart yes no greedy
traffic heuristic
[69] none none confidentiality,| yes nil no no nil
integrity
[70] none none no yes nil yes no formal
modeling
SHIELD | inference, distributed| confidentiality,| yes agriculture | yes yes meta
training, integrity, heuristics
aggregation availability

Table 2.1: Comparison of various studies focusing on ML workloads, security, load
distribution, and task management in edge-based IoT applications.

2.5 Security and Privacy in Edge-Cloud based Systems

Over recent years, loT-based systems have started to use ML and Al to improve the
efficiency and sustainability of our everyday applications. However, these mechanisms
also introduce new security risks and vulnerabilities. Vangala et al. [71] and Zanella et
al. [72] highlight the security challenges and issues in smart agriculture. They highlight
the importance of designing a comprehensive security infrastructure to support smart
agriculture. Wiseman et al. [73] also analyse the reluctance of farmers to share their
agri-data and how this is affecting smart agriculture. Another work [74] introduces
a framework that includes key security processes for cloud computing utilised in the
healthcare sector. This framework begins with collecting general information for security
management processes and identifies critical information security processes specifically for
healthcare organisations that utilise cloud computing, taking into account the principal
risks associated with cloud services and the types of information processed. The framework
aims to guide healthcare organisations in prioritising essential ISMS processes, helping
them to develop and maintain these processes despite resource constraints. He et al. [75]
conducted a comprehensive analysis of the potential for attacks and privacy protection
in edge-cloud collaborative systems. They develop a series of new attacks that enable
an untrusted cloud to retrieve any inputs entered into the system, regardless of the
attacker's access to edge device data, computations, or system querying permissions, and
secondly they empirically showed that traditional noise-adding solutions are inadequate
against their specified identified attacks leading them to propose two more robust defense

strategies.
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Researchers [76] also introduce an edge-based framework for data collection where raw data
from wireless sensor networks (WSNs) undergoes differential processing by algorithms on
edge servers to support privacy-centric computing. In this model, only a minimal portion
of critical data is retained on edge and local servers, with the remainder sent to the cloud
for storage. This approach offers dual advantages: firstly, it enhances data privacy by
ensuring that original data cannot be reconstructed, even if the data stored in the cloud
is compromised. Secondly, by adopting a differential storage strategy, the edge-based
model transmits less data to the cloud, thereby reducing communication and storage costs
compared to conventional methods. Recent developments in load distribution [66, 77, 78,
70] and security [79, 80] identify possible approaches for managing intelligent applications
in rural areas. However, existing research still lacks focus on security-aware load balancing
infrastructure which considers completion time, task security, load distribution, and failure
risks; especially relevant in a rural environment which is more prone to faults and has

limited resilience.

2.6 Challenges with AI Sustainability and IoT

In order to understand and analyse the problem of sustainable Al deployments, it is
crucial to examine the challenges described by researchers in this domain. The following
subchapters highlight the recent work done in the field and discuss their impact and

potential on sustainability.

Incorporating Al into the IoT provides high efficiency and intelligence to systems, enabling
devices to process data autonomously. This integration enables devices with the ability
to make decisions, optimise operations, and provide insights without direct or indirect
human intervention. However, utilisation of this potential requires overcoming significant
challenges, particularly in adapting Al technologies to the diverse environments where IoT
devices operate. Mhaisen et al. [81] provide a survey of recent techniques and strategies
designed for handling Al tasks in IoT applications. Another work [82] focuses on security
techniques based on ML describing how it can be used for enhancing security in IoT
systems. ML-based techniques for authentication, malware detection, offloading, and
access control are mainly focused in this work. Bu et al. [83] presents an agriculture
system for IoT that utilises Al and cloud computing for making smart decisions such as
determining the amount of water needed for irrigation on the fields.

As IoT networks expand, so do the computational, memory, and energy demands of Al
models used with them, necessitating innovative approaches to manage and reduce this
consumption. Larger Al models require very high computational power and memory,
leading to increased energy consumption during both training and inference phases. The
work by Canziani et al. [84] and Li et al. [85] analyses the trade-offs between model
size, performance, and energy efficiency; illustrating how larger models, while potentially

more accurate, can significantly have high energy consumption and prominent impact
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on the environment. The size of an AI model also affects its deployability in real-world
applications, especially in resource constrained environments. Large models may not be
feasible for deployment on mobile devices or in edge computing scenarios, where energy
efficiency is a critical performance factor. This limitation challenges the scalability of
AT solutions and their ability to be deployed sustainably across a diverse range of IoT
platforms [84].

Many efforts to create model architectures such as EfficientNet by Tan and Le [86, 87]
demonstrate the potential to reduce the impact of large Al models. These architectures
aim to maintain or improve performance while reducing the computational demands and
energy consumption, addressing the sustainability concerns associated with model size. Hu
et al. [88] explore a novel channel pruning method which can be used for compressing large
AT models. Another work [89] evaluates the efficiency of model compression within the
context of energy-efficient inference. Chen et al. [90] utilise the low-rank approximation
to eliminate the redundancy within filter and accelerate the deep neural network pruning
process. The researchers [91] proposed a mechanism which identifies the sensitive input
values that are highly correlated to the accuracy and applies the low-fidelity quantization
on non critical regions to boost the execution performance. Wu et al. [92] propose a
method based on dynamic gradient compression and knowledge distillation to execute the

federated learning tasks efficiently.

Along with optimisation, another crucial challenge is to extend sustainable Al development
beyond optimising model efficiency and training time to cover environmental and societal
impacts. This requires including sustainability in Al's lifecycle, adopting new optimised
techniques and cultivating a culture that prioritises sustainability, including transparent
reporting of environmental impacts and adopting energy-efficient practices. Addressing
the sustainability issues related to Al model training and size is vital for its performance
advancement, ensuring its societal benefits while minimising environmental damage. The
challenge, as illuminated in [93], revolves around designing machine learning models that
emphasis on model architecture and strategic size reduction highlights the importance
of ensuring efficiency during the early design stages of Al development, aiming for
high-performance AI methodologies that provide optimal operation within limited resource

conditions.

In deep learning, optimising models is important, particularly when considering the
computational cost of training, which is heavily influenced by floating-point operations.
Strategies such as quantization, pruning, and layer freezing can serve as important
approaches to mitigate these costs and enhance overall performance. A strategic
approach for reducing floating point operations (FLOPSs) involves converting data from
32-bit floating-point precision (float-32) to 8-bit integer precision (integer-8), followed
by performing critical operations in integer-8 and subsequently restoring the output to
float-32. This method effectively optimises computational efficiency and memory usage
while maintaining the accuracy crucial for deep learning tasks. The effectiveness of this

quantization approach has been thoroughly explored with machine learning frameworks
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such as TensorFlow, PyTorch — offering specialised tools to facilitate this process.

Based on the concept of computational efficiency, pruning is another strategy for refining
model's structure [94]. By targeting and removing less impactful parameters rather than
adjusting model precision, pruning enhances efficiency by focusing on the redundancy of
features. This technique maintains the model's integrity by emphasising on structural
optimisation instead of numerical adjustments of weights and biases. The pruning process
reduces the computational complexity, operational costs, and ensures a balance between
preserving model performance and achieving efficiency gains. Layer freezing, in addition
to quantization and pruning, allows a strategic selection to either train or freeze neural
network layers, impacting the learning process without altering any internal parameters.
This technique, often achieved through hyperparameter tuning, reduces the number of
calculations and FLOPs, thereby reducing computational load and energy consumption
of the models. Layer freezing improves training efficiency by allowing training of specific
layers and freezing rest of the layers, thereby presenting another approach for optimising
AT models.

2.7 Data Management in Edge-Cloud Frameworks

Distributed systems for storage are critical in managing the vast increase in generated data
by providing essential support for scalable and reliable data storage solutions [95]. The
integration of Erasure Coding (EC) into these systems is crucial for reconstructing the
missing data with some added redundant information [96]. It enhances the distribution of
data while reducing storage demands and improves durability, making it a highly effective
choice for large-scale storage infrastructures. It also surpasses traditional storage methods
by enhancing time efficiency, ease of use, and fault resilience. By distributing data across
several devices and creating redundant segments, EC maintains data integrity even when
individual devices or nodes fail, thus minimising the likelihood of data loss. Wang et al. [97]
analyse distributed storage systems and identify issues with replication and recommends
EC as a solution for occurring security concerns, data placement, transfer costs, and
the expenses associated with maintaining synchronised copies of data. Opara-Martins
et al. [98] utilise cloud technologies to manage large volumes of social media data by
proposing a multi-node OpenStack cloud system to deliver Hadoop as a service, facilitating
its integration within the OpenStack environment. Song et al. [99] introduces FACHS
(File Access Characteristics-based Hybrid Storage), a dynamic hybrid storage system that
enhances storage redundancy, parallel read/write performance, and storage capacity by
combining Reed-Solomon Code, multi-copy, and Locally Recoverable Codes (LRC) based
on file access patterns, thereby enhancing efficiency, speed, and overall storage utilisation
of the system.

Darrous et al. [100] compare replication and erasure coding algorithms in distributed
file systems, focusing on data availability and reliability. They address EC performance

challenges by proposing a buffering and merging mechanism to handle encoded
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I/O requests and by developing recovery strategies to tackle decoding issues in
EC-based distributed file systems.  Abebe et al. [101] explore erasure encoding
techniques, particularly reed-solomon coding, to identify optimal parameters for reliable
and cost-effective storage systems, considering factors such as storage overhead,
data accessibility, and retrieval efficiency. Another work [102] present StreamLEC,
a fault-tolerant stream machine learning system that employs erasure coding for
low-redundancy proactive fault tolerance, enhancing performance in failure recovery and
reducing latency. Nachiappan et al. [103] proposes a recovery strategy using EC in data
centres to enhance reliability with minimal overhead, optimising data block selection for
proactive replication based on failure predictions leading to a significant reduction in

storage costs, network usage, and energy consumption.



Chapter 3

Task Allocation in Edge-Cloud

Infrastructure

This chapter introduce and explore the allocation of tasks within an edge-cloud
infrastructure, which is crucial for optimising the execution and scheduling of tasks in
IoT applications. I have considered the weed identification (image classification) task in

precision agriculture as an application use case in this chapter.

3.1 Weed Management Task in Precision Agriculture

With a rapid increase in global population, there is an ever-growing need to ramp up
sustainable food production. The Food and Agriculture Organisation (FAO) estimates
that healthy diets are still unaffordable to over 3B people across the world, and a majority
of these people are from low and middle income countries [104]. Efficient weed management
in agricultural fields is an important factor that can improve crop productivity. Due
to the spatial and temporal heterogeneity of weeds/plants in agricultural fields, many
robotic weed control methods (aerial and ground) have been developed for site-specific
weed management [105].

The effective use of robotic technology can benefit farmers by improving crop yield and
reducing production costs, but it faces many challenges in real-life rural environments.
Two challenges that affect the performance of such systems are: network availability and
reliability. While network availability ensures that the infrastructure is available and
operational at all times, reliability ensures that the infrastructure has been successfully
deployed, and is operating error-free [106]. It is expected that a reliable network will
maintain a high standard of service, even in the event of system faults [107]. This allows
a system to operate without interruption when one or more faults occur. Fault detection
and automated correction play a key role in supporting a system's fault tolerance.
Moreover, the utilisation of edge computing resources can also considerably benefit rural
infrastructure, as it provides many advantages like low latency, distributed architecture,
security and support for real-time execution. These benefits enable the use of edge-cloud
infrastructure in many real-world agricultural settings that utilise IoT based systems.
One such application, namely Rural-Al, allows the use of ML within rural communities,
with an aim to achieve better performance in terms of productivity, economic growth,
impact of climate change and affordability [108]. Rural-AI [20] is the engineering of

cyber-physical systems for enabling sovereign, sustainable Al in locations with limited
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Figure 3.1: Architecture for the task allocation framework.

and/or unreliable power/networking infrastructure. Due to the lack of proper development
and infrastructure in rural areas, ML/AI applications cannot be utilised to their full
potential. Service outages along with unreliable network connectivity are two key
challenges that significantly affect the growth of rural economy. These issues prevent
IoT infrastructure from being efficiently deployed and used [109]. Therefore, there is a
need for a framework that is capable of providing a reasonable quality of service (QoS),

even when a connection failure occurs.

A framework for edge-cloud infrastructure that detects connection errors and adapts to
such errors is proposed. It also triggers a fault tolerance mechanism to ensure that
computational /Al tasks are executed with a minimal loss to performance, even when
a network fault occurs. The architecture of our proposed framework is depicted in Figure
3.1. To demonstrate the efficacy of this conceptual architecture, two ML models based
on ResNet-50 and MobileNetV2 have been trained for identifying weeds, using images
captured from a robot mounted camera. Light versions of these two models have been
generated respectively using model quantization techniques — a process involving size
reduction of the learned model, at the expense of accuracy, e.g. by mapping model

parameters from floating-point numbers to low-precision fixed-point numbers [110].

Our primary goal is to prioritise the use of highly accurate pre-trained models for inference.
As this inference is carried out remotely on computational units of the farm site, it can

take a longer time to execute. However, if we are unable to connect with field side units
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due to network faults, local models are utilised for inference. While this local model is
moderately accurate, its execution time is significantly lower than the full model. An
algorithm based on task deadlines is utilised to determine the location for inference. The
task execution is then evaluated using a testbed created for this framework. The main

contributions of this chapter are as follows:

e formulation of a real-time image classification problem with intermittent network
connectivity. This problem is then mapped to a weed detection use case — widely

considered significant in precision agriculture.

e performance analysis of two ML models trained for plant/weed image classification.
A rule-based algorithm is also formulated for decision making, taking account of

where to perform this classification: locally or remotely.

e development of a testbed consisting of: Raspberry Pinode (RPi), a laptop computer,

and a cloud server — to benchmark the performance of the proposed framework.

3.2 System Model

This subchapter includes a description of software systems used within our proposed

infrastructure. A case study which makes use of this infrastructure is also described.

3.2.1 Serverless Computing Platforms

A number of serverless platforms are available for evaluation — ranging from those that are:
(i) used commercially, such as ! Amazon Lambda, Google functions, Azure functions, etc;
(ii) available as open source systems, such as Apache OpenWhisk, 2Fissions, 3OpenFaa$S,
etc. Some variants include pre-deployed commercial versions of open source platforms,
e.g. OpenFaaS Pro, which offers additional features and support.

These platforms differ in the types and range of capabilities they offer, for instance, some
utilise an existing pre-deployed platform (e.g. Kubernetes) enabling users to write and
offload executable functions. These types of platforms enable users to build and manage
their own functions, rather than the infrastructure on which these functions are hosted.
Others include support for deploying (and managing) the hosting environment on which
these functions are executed (e.g. OpenWhisk). Parsl [111] provides a Python-based
development environment for functions, and can be hosted on both edge devices (e.g. RPi)
and on a high performance computing cluster. This is achieved through the use of custom
executors designed for the resource being used in the architecture. Parsl also provides the
basis for dynamically distributing functions to new devices, using a controller node. A key
benefit of Parsl is the ability to develop a heterogeneous function hosting environment,

which can be modified at run time, especially when node failures occur. A reference to

Lhttps: //aws.amazon.com/lambda/

2hitps://fission.io/
3 hitps: //www. openfaas.com/



26 Chapter 3. Task Allocation in Edge-Cloud Infrastructure

functions deployed across Parsl nodes is hosted in a registry, enabling these references to
be updated as new instances of functions are deployed. Lean OpenWhisk represents a
streamlined adaptation of the conventional OpenWhisk platform, optimised specifically
for serverless frameworks within edge computing environments. Distinctively, Lean
OpenWhisk demands fewer resources compared to its original counterpart, incorporating
only the fundamental modules essential for executing serverless operations. Instead of
Kafka, Lean OpenWhisk utilises an in-memory queue structure, substantially diminishing
its overall framework footprint. Moreover, it adopts a more integrated design by placing
the Invoker in close proximity to the Controller module. This strategic design adaptation
enhances its efficacy on devices with limited resources, such as RPi or Nvidia Jetson,
which are frequently deployed in edge or IoT settings. A significant limitation of Lean
OpenWhisk is its exclusive compatibility with the x64 and x86 infrastructures, omitting
native support for the ARM architecture predominant in RPis. To bridge this gap, I've
devised a Docker-based solution, adapting Lean OpenWhisk for deployment on RPi devices
built on the ARM framework.

3.2.2 Dataset and ML Models

DeepWeeds [112] is a multiclass image dataset for deep learning consisting of 17,509
images. These images belong to 8 different categories of weeds found in vast regions
of northern Australia. This dataset contains 15K training images and 2.5K test images
of size 256x256 pixels. Two different ML models: ResNet-50 [113], and MobileNetV2
[112] have been trained on the DeepWeeds image classification dataset and utilised for

plant/weed identification in this chapter.
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Figure 3.2: Interaction between robot, FSU, and cloud node in the agricultural field.

3.2.3 System Design and Use Case

I develop a three-tier architecture comprising of IoT devices, storage, and computation

resources positioned in a hierarchical manner. The control flow of the framework is based
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on a master-worker configuration. I consider a rural agriculture use case where robots
identify and remove weeds. Robots interact with Field Side Units (FSUs) that are located

in proximity to a robot on the same field.

Robots act as the master node, whereas the FSUs are the worker nodes. An interaction
between the robot, FSU, and cloud server is depicted in Figure 3.2. Robots move
throughout the field by following a 2-D random walk trajectory. Each robot is equipped
with a camera to take images of nearby plants. To evaluate whether the image captured is
of a weed or a plant, there are two options: the robot can either perform inference locally
or forward the data to the on-farm FSU for remote inference. This decision is taken by
a robot in real time on the basis of the network quality between robot and FSU and the
computational capacity available on the robot. If the plant is identified as a weed, the
robot will initiate the weed removal process, otherwise, the robot will move to a different

location and repeat the process.

3.3 Problem Formulation

A mathematical formulation of our task-to-resource allocation problem is presented in this
subchapter. I have designed an Integer Linear Programming (ILP) model that offloads
machine learning inference tasks on resource nodes for execution. The decision on where
to perform the execution, local node or remote node, can be achieved by optimising the

objective functions later described in this subchapter.

3.3.1 Monitoring Constraints

Let M be a set of ML models that are used for performing the inference tasks in this
framework. These ML models can be represented mathematically as M = {ms, my,
mg,....,mp}. Let R be a set of resource nodes where the ML models can be deployed for
executing the inference tasks. These resources can be mathematically written as R = {r,
T2, T3,....,Tn}. 1 have mainly considered two types of resource nodes in this work, a robot
and a FSU. Each resource node r is mapped to one specific ML model m which is used
for performing inference on that resource node. The optimal decision of determining a
location for inference can be affected by numerous factors such as network quality, resource
availability, and ML model characteristics. Therefore, multiple factors for monitoring the
resources and ML models have been considered in this chapter. The following constraints
are utilised for —

a) resource monitoring: signal quality, uplink/downlink speed, execution rate, available
RAM, and storage.

b) ML model monitoring: number of neural network layers, accuracy on test dataset, and

quantisation feasibility.
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3.3.2 Decision Variables

In order to manage all the monitoring constraints (specified earlier) and make a decision
on where to execute the task, the ILP model initialises a set of variables which are used for
forming the decision. To ensure that one inference task is ofloaded to only one resource

node, I have formulated a binary variable x; such that:

1, if inference is performed on node 4
Xr; = (3.1)
0, otherwise
where ¢ € 1,2,3,...,n. I have reserved i = 1 for local execution on the robot whereas
i=2,3,...,n, are reserved for remote nodes (FSUs) available for execution.

Similarly, two other variables y; and z; are introduced to manage signal quality and

availability of resource nodes respectively. They are represented mathematically as:

1, ifg>r71
Y, = ’ (3.2)
0, otherwise

where ¢ € 2,3, ...,n; g; is the signal quality at node ¢, and 7 is the signal quality threshold.
Here, ¢ = 1 is not considered because connection setup is not required for local executions.
Variable z; ensures that the task is only allocated to a resource node if the node is not

busy with some other inference task. It can be given as:

1, if node i is free
Z; = (33)
0, otherwise

Another important factor that affects the execution time of inference tasks is
communication or transmission delay. The transmission time for performing inference
on FSU can be evaluated as the ratio of data size transmitted to the transmission rate
of link. This includes the total data transmitted in both up-link and down-link for ML
inference. Therefore, total approximated transmission time for the framework can be

written as:

t; = fZ + CSZZ (3.4)
where dy, d, are the input and output data size of m™ inference task. The uplink, downlink
speed for offloading the inference task and fetching back the results are given as sy, sg4
respectively. For location ¢ = 1, network transmission time is considered to be 0. This
is because the location has been reserved for local execution and does not require any
transmission of data.

The average time it takes to transmit data depends on the quality of the network

connection. If the quality of signal is 100%, speed will be equal to the actual link speed,
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otherwise it will be reduced depending on the signal quality. Therefore, the approximated

link time for data transmission to i*" node can be given as:

té =5/¢ (3.5)

where s; is the link speed of network and ¢; is the current signal quality to reach node 1.
The total execution time for establishing the connection and transmitting the data in this
framework can be given as:

t; = t5 +tk (3.6)

In order to determine the size of ML model, I have calculated the number of arithmetic
operations in each layer j of neural network that has been deployed at location 7. It is

described by n;; such that

nij = [ e (3.7)
r=1

where e; 5, is the k'™ (out of w) element in j*® layer of ML model deployed at location i. If
l;; is the time it takes to process 4" layer of the model at location i then it can be given

as

_ My

lij = 3.8
=" (33

where p; is the rate of processing the model at location ¢. Therefore, from the previous
three equations, I observed that overall time taken to perform a prediction on location i

can be given as
t = Z(li]‘) +t (3.9)

The accuracy of ML inference task is another crucial aspect to consider when evaluating
the performance of this framework. It can be given as the ratio of the number of correct
inferences with total number of inferences. Accuracy in this framework can be represented

as:
A;n = pcr/ptl (310)

Here, per, py are the correct and total number of inferences recorded at location i.

3.3.3 Objective Function

The objective of this chapter is to minimise the total cost of executing all the ML models at
their respective locations while ensuring high performance even if a network fault occurs.
This can be achieved by minimising the execution time and maximising the accuracy for

performing an ML inference. Therefore, the optimisation problem that needs to be solved
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can be represented as:

min < (i % y; * 2; * tf)) (3.11)
i=1
max (Z(xz * U k 2k AT)) (3.12)
i=1

subject to constraints

;>0 & z; <1, Vie{l,2,3,...,n}
v >0 & y; <1, Vie{23,...,n}
zixq >T1, Vie{l,2,3,...,n}
Tikyixz <1, Vie{l,2,3,...,n}
ram; + str; > dg +d,, Vi€ {1,2,3,...,n}

In the case of real-world scenarios, it is difficult to achieve the optimal allocation of
resources for large-scale problems. Therefore, there is need for a near-optimal solution
that can still meet the problem requirements and balances the trade-off between solution
quality and cost of execution. The objective of our work is to develop an approximate
heuristic approach that allocates tasks to edge-cloud resources while achieving a balance

between minimising inference time and maximising the accuracy of used ML models.

3.4 Proposed Approach

The chapter propose a fault diagnostic mechanism that takes the network quality into
consideration whenever a task is executed by a robot. A brief summary of the ML models,
execution workflow, and decision algorithm for the proposed framework is provided in this

subchapter.

3.4.1 ML Models

Two ML models are considered: ResNet-50 and MobileNetV2. ResNet-50 is considered a
good model for image classification because of its layer depth, residual connection, ease for
transfer learning, and good performance. Due to the large number of hyperparameters,
full models based on ResNet-50 are capable of handling complex image classification tasks.
However, this comes at the cost of high execution time and computational requirements.
Both computational capacity and storage are assumed to be limited in edge environments.
TensorFlow Lite is used to perform model quantization and generate a light version of
ResNet-50, trained on all eight classes of weeds available in the DeepWeeds dataset.

The whole DeepWeeds dataset is gathered from a vast region in northern Australia,
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although it is highly unlikely to find all eight weed classes within a single geographic
region. Another model is based on MobileNetV2 on three classes of weeds available in the
DeepWeeds dataset: Chinee Apple, Lantana, and Snake weed. I have assumed that only
these 3 classes of weeds are found in the specific geographical region. In general, each
geographical region will have a different model trained on specific categories of weeds that
occur in that region. A light version of MobileNetV2 model is used for local inference on
the robot.

3.4.2 Signal Monitoring

A signal monitor continuously examines the network connectivity between the robot and
the FSU. I have divided the ‘signal’ parameter into three different categories: no signal,
low signal, and strong signal. When the robot is unable to establish connection with a
FSU, it is considered to have no signal, no distortion between the robot and FSU indicates
a strong signal, and low signal falls between these conditions. During our experiments,
when the signal strength drops below a threshold value, it is considered as a low signal;

otherwise the signal is considered to be a strong signal.

3.4.3 Execution Workflow for Inference Tasks

The light model based on MobileNetV2 is used for local inference on the robot, whereas
the light model based on ResNet-50 has been used for remote inference on an FSU.
MobileNet V2 offers an accuracy of 62.65%, whereas ResNet-50 offers an accuracy of
88.64%.

Our deadline-aware approach starts by initially checking the network connection.
Depending on the current network signal quality, a deadline is established for each task
and the inference process is initiated if the connection is available. The estimated deadline
is the approximate time it takes to perform ML inference on a FSU, if the current signal
quality is maintained throughout the execution of task. It is calculated by considering the
execution time on a FSU, transmission time and link time for completing the inference.
The algorithm offloads ML tasks to remote FSUs and starts a timer. If the outcome
of inference task is not retrieved before the deadline, the task is immediately discarded.
Inference is then performed using a local model. I have assumed that if the results are not
retrieved within the deadline, a network fault might have occurred, thereby causing the
delay. Executing a model locally ensures that a reasonably accurate result is achieved, even
when the inference fails on the FSU. The proposed deadline-aware approach is described
in Algorithm 3.1.

Another signal quality-aware approach for the proposed fault tolerance mechanism can be
considered. The signal quality of the network is repeatedly monitored and a threshold value
is fixed before the execution begins. If signal quality is found below the specified threshold
value, it is considered to have low quality for performing the FSU-based execution and
inference is directly performed on a local node. This is because a low signal increases the

probability of task failure in case any network fault occurs. By adjusting the threshold
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Algorithm 3.1 Deadline-Aware Approach

1: procedure DEADLINE- AWARE()

2 (FSU: Field Side Unit)

3 begin connection setup [robot <+ FSU]

4 if connection setup — success then

5: inference task — calculate deadline

6 inference (FSU) — start

7 timer — start

8 if result [robot <— FSU] & timer # finished then
9 prediction (FSU) < success

10: else if timer = finished then
11: prediction (FSU) — discard
12: inference (local) — start

13: prediction (local) + success
14: end if

15: else connection setup — failure
16: inference (local) — start

17: prediction (local) « success

18: end if
19: end procedure

value, the sensitivity of model performance can be controlled in the framework. In a
real-life scenario, the threshold can be specified based on the network requirements of that

application.

3.5 Experiments and Simulation

I evaluate the performance of our weed detection model. Multiple faults introduced in the

model are captured in the simulation setup and tested over multiple iterations.

3.5.1 Experimental Setup

The experiments have been evaluated on an edge-cloud environment that consists of one
cloud node and multiple edge nodes connected over the internet. A Google Cloud Platform
(GCP) server is utilised to host the cloud node. This is an NVIDIA Tesla T4 GPU
Computing Accelerator, 16GB GDDR6, 585MHz 2560 CUDA cores with PCle 3.0 x 16.
The edge nodes are Raspberry Pi (RPi) 4 Model B, Quad core Cortex-A72 (ARM v8)
64-bit SoC, 1.5GHz, 4GB LPDDR4 RAM, 64GB storage. Both edge and cloud nodes are
connected to a FSU — a Dell Latitude 5420 laptop, Core i7-1185G7, 3.00GHz, 8-16GB
RAM and 512GB storage running a 64-bit Ubuntu 22.04.1 LTS. I also make use of an open
source serverless platform, utilising Lean OpenWhisk Invokers running with a maximum

of 3GB memory.
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Figure 3.3: Weed image: (a) original (b) blurred (c) black patched.

3.5.2 Testing ML Model Capabilities

In a real-world application, it is not possible for the robot to capture perfect images of
plants and weeds all the time. Sometimes, due to extraneous factors such as weather
conditions and crop density, the images captured are either unclear or have obstructed
line of sight. This results in unfavourable conditions for model evaluation and can affect
system performance and efficiency. To test the ML model capabilities for environmental
variations, I have intentionally injected noise in the images and then performed evaluation
of the generated models. The noise has been injected in images in mainly two forms: blur
and black patch. The blur function is applied on the entire image, whereas two random
size black patches are applied at a random location in the image. The blurred image can
simulate a situation when there is dust, rain drops on the camera lens that make the entire
image unclear. In a similar manner, the black patched image can replicate a scenario when
a leaf/insect is covering part of the lens or there is a stem obstructing the line of sight to
the actual object. A sample weed image with blur and black patch is described in Figure
3.3. It is important to note that I have not performed any training using noisy images.
However, blur and black patch noise were injected in all the test images of DeepWeeds
dataset, and then ResNet-50 and MobileNetV2 were used for evaluation. The accuracy
observed with and without noisy images for ResNet-50 and MobileNet V2 models are shown
in Table 3.1.

Table 3.1: Model accuracy with and without noisy images.

w/o noise with blur  with black patch
ResNet-50 88.64 % 52.05 % 57.77 %
MobileNetV2 62.65 % 39.36 % 42.91 %

For a real-life application where environmental variations cause unfavourable conditions
for ML model inference, it can be noticed that ResNet-50 is a better option for performing
task evaluation than MobileNet V2.
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3.5.3 Node Selection for Training and Inference

I measured training time for one epoch of weed identification model using one image of
DeepWeeds image classification dataset and analysed the performance on edge, FSU, and
cloud nodes. The benchmarked results for model training are described below in Table

3.2.

Table 3.2: Time for training 1 epoch on 1 image.

ResNet-50 MobileNetV2

Cloud 10.71 sec 04.15 sec
FSU 43.36 sec 16.19 sec
Edge 142.23 sec 38.64 sec

It can be observed that the training time on edge node, FSU is 4x and 10x more
respectively, than the cloud node, for both models. Therefore, I have selected the cloud
node for training our two ML models and generate light versions of these models. It takes
around 64 sec, 42 sec to generate light models of ResNet-50 and MobileNet V2 respectively.
A stress test to analyse the performance capabilities of two models on an edge node and
FSU is also presented in this subchapter. I ran concurrent inferences of weed identification
tasks and observed the change in their waiting and execution times. Tables 3.3 and 3.4
describe the average waiting and execution time for one inference when n concurrent

inferences are performed.

Table 3.3: Concurrent ML inferences on the edge node.

No. of tasks N ResNet-50 ' ' .MobileNetVQ '
Waiting Execution Waiting Execution
time time time time

2 18.76 sec 05.36 sec 11.30 sec 0.52 sec

4 21.25 sec 15.90 sec 23.33 sec 1.00 sec

6 33.66 sec 31.94 sec 38.97 sec 1.37 sec

8 53.80 sec 35.62 sec 50.97 sec 1.80 sec

10 o0 00 79.05 sec 2.08 sec

14 00 00 124.59 sec 5.43 sec

The symbol oo is used to describe the event when inference is unable to complete due to
system crash, or other execution failure (as it did not terminate). I was able to achieve
8, 14 concurrent executions for ResNet-50 and MobileNetV2 models respectively on the
edge node, whereas on the FSU, the number of successful concurrent executions observed
was 34 and 40 respectively. I also noticed that waiting and execution time on the edge
node (robot) is much higher than FSU for both models. In terms of a real-life application,
where I might have to perform multiple executions at the same time, MobileNetV2 is a
better option for task execution.

If I consider the following four factors for decision making: (1) model adaptation to a
harsh environment, (2) number of concurrent executions possible, (3) average execution

time, and (4) average waiting time, there is a need to establish the trade-off between
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choosing a more accurate model or reduce time to develop a model. Therefore, in this
work, I have decided to deploy the highly accurate ResNet-50 model on the FSU (as a
primary option), but if the network connection is unreliable/ unavailable, I can resort to
utilising the MobileNetV2 model for local inference, which offers faster processing than

the former (with reasonable accuracy).

Table 3.4: Concurrent ML inferences on the FSU.

No. of tasks ResNet-50 MobileNetV2
Waiting Execution Waiting Execution
time time time time

2 1.65 sec 0.20 sec 1.24 sec 0.02 sec

6 1.98 sec 0.22 sec 2.14 sec 0.02 sec

12 3.91 sec 0.47 sec 3.39 sec 0.06 sec

18 5.92 sec 1.24 sec 6.02 sec 0.06 sec

26 9.38 sec 1.48 sec 9.39 sec 0.08 sec

34 12.53 sec 2.86 sec 12.99 sec 0.12 sec

40 00 00 13.85 sec 0.13 sec

3.5.4 Execution Workflow

This subchapter describes the runtime workflow of the implemented fault-tolerant
framework. Initially, the model training is performed on the Google GCP server and
the data is then offloaded from server to RPi and FSU before beginning the execution.
In this framework, it is assumed that the ML models used for inference have already
been loaded onto the robot, FSU, and incur no extra latency in the execution process.
The interaction between laptop and RPi is managed using Parsl executors. I have
used the HighThroughputFExecutor and constructed an Ad-Hoc cluster configuration for
communication between them. The network connection between RPi and laptop is
simulated. Network faults are induced by varying the signal quality of the network
connection. Multiple iterations of inference and fault models have been tested and results

have been formalised by averaging their values.

Table 3.5: Simulation Parameters.

Variable Values/Range
threshold (5% - 95%)
link quality (0% - 100%)

ResNet-50 accuracy 88.64%
MobileNet V2 accuracy 62.65%

image size (10.18KB - 35.11KB)
preprocessing time (4.44ms - 59.31ms)
ResNet-50 time (1.2sec - 4.59sec)
MobileNet V2 time (0.11sec - 0.35sec)

link transfer rate 1Mbps
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3.5.5 Communication and Monitoring Setup

It is difficult to estimate an exact signal strength throughout the communication channels.
Therefore, I have estimated the signal strength on controller node and used it as a reference
point throughout the inference. In simulation, patterns are generated through a random
process for determining the signal quality of each task. For an ideal circumstance, the time
it takes to send data over the network is given as (link time = data size/link speed).
The link transfer speed considered in this work is 1Mbps. Link delay is determined as
(link delay = link time/quality). When the quality is set to 1.0, the wireless link is utilised
at full capacity and the execution is performed at the fastest possible speed. When quality
drops below 1.0, the link delay increases and the task takes more time to execute. This
technique has been utilised to estimate variable network latency in the wireless network.

A list of all the variables considered in this simulation are also described in Table 3.5.

20.0 8 min
—_ maXx
g 17.5 N avg
a .

- ]
" 15.0 ' —
€ 125 ]
= ]
o 10.0 | - ‘
g ] I
S 75 | |
hu ] I
()] ] [ ]
= 5.0 ] |
c ’ ] = \
2.5 ] I
] [ |
00 g = = N
ResNet-50 MobileNetV2
Full ML Models

Figure 3.4: Average inference time on full models.

@4 min
S 25 max
] mw avg
L
o 2.0
£
— 15
Q I
& V’ =
1.0 .
o - ’ |
—
Q)
o N
£ o5 |
N
.
0.0 d [ — m.
ResNet-50 MobileNetV2

Light ML Models

Figure 3.5: Average inference time on lightweight models.



" BE E
- BE EN

Parsl OpenWhisk
Execution Platform

Figure 3.6: Average inference time on 2 platforms.

3.6 Results and Evaluation

This subchapter describes the experimental results and evaluation of our weed inference
framework. I have simulated an unreliable connection by adjusting the signal threshold
and testing it with the proposed algorithm. The performance of the system is evaluated

on the basis of two key parameters: time and accuracy.

3.6.1 Results

Figure 3.4 and 3.5 display the average time taken to perform image inference on full and
light models, respectively. I have only utilised lightweight models in this work, but in
order to justify not using full models, I have performed inference on full models as well.
The results show that inference time on full models are almost 10x in comparison to the
light models. Therefore, light models are a better choice over full models for weed/plant
inference. TensorFlow Lite models have a smaller file size compared to TensorFlow, and the
light model can be directly accessed without the need for additional parsing or unpacking
steps, which in turn speeds up the inference process. As a result, this allows a time
efficient and effective execution of ML inference tasks on resource constrained devices,
having low memory and less computational power in comparison to cloud nodes. Note
that the execution time for MobileNetV2 based model is less than ResNet-50 model — as
ResNet-50 has 177 layers and about 25.5M parameters, while MobileNetV2 has 156 layers
and only 3.5M parameters.

A comparison of inference time on two different platforms, namely Parsl and Lean
OpenWhisk, is shown in Figure 3.6. I wanted to test our model execution on another
comparable serverless platform. Lean OpenWhisk is a lightweight version of the
open-source OpenWhisk serverless computing platform that can be deployed on the edge
layer and offers all the basic functionalities of the full version of OpenWhisk. I selected the
locally executed MobileNetV2 model as a task for this evaluation. The results show that
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execution time on Parsl is significantly less in comparison to OpenWhisk. This is because
Docker instances are created and initialised for performing execution on the OpenWhisk
platform. However, Parsl functions can be directly run on the node using pre-developed
executors. I realised that using these custom executors and dynamic function distribution

makes Parsl a good platform for performing real-time function execution.

Figure 3.7 illustrates the completion time of deadline-aware and quality-aware methods
put forward in the proposed weed inference model. As the threshold for signal quality
increases, the completion time shortens, as more inference tasks will utilise the local model
for predictions instead of the full model. The completion time for the deadline-aware
approach is significantly higher in comparison to signal quality-aware approach. Using the
deadline-aware approach, the system has to wait for the deadline to expire before executing
the local model for prediction, whereas with the signal based approach, it immediately
runs the local predictions if the signal quality is below the specified threshold. Moreover,
the completion time for the random allocation approach is high in this experimentation.
This is because the algorithm selected full models for most of the evaluations, resulting
in high execution time. It can also be verified by high accuracy of random allocation
approach observed in Figure 3.9 (because full models are more accurate). For round-robin
approach, the completion time increased from 0.78sec to 1.28sec with an increase in signal
quality. At low threshold values, most of the jobs are unable to complete execution because
of poor signal quality. However, as the signal quality increases, both completion time and
accuracy increase — as the approach selects full models for execution alternatively and

successfully completes the execution.

The Figure 3.8 illustrates the impact of increasing accuracy on task completion time. It
is observed that completion time increases as high accuracy is achieved by the evaluation
model. To improve accuracy, I need to perform the inference by utilising the full model
(which takes more time to execute). Even at low accuracy, the computation time for the
deadline-aware approach is much higher than that offered by the quality-aware approach.
This is because the deadline-aware approach uses a local model for inference after the
deadline has expired, which adds extra latency to the overall execution time of the proposed

framework.

It can be seen in Figure 3.9 that for low signal quality threshold, the accuracy of inference
is high. This is because for most of the inferences, current signal quality will be above the
threshold and it will be using the full model for inference. However, as the threshold value
increases, a higher number of jobs will be running the local model which is less accurate.
Hence, the accuracy decreases with an increase in the signal threshold. Along with that, it
can also be observed that both approaches give almost the same accuracies with changing
threshold values. This is because, in both approaches, the threshold is a measure that
mainly affects the decision on where the execution will happen. For signal quality-aware
approach, the threshold decides whether to execute the job locally or remotely, whereas
in the deadline-aware approach, the threshold is used for estimating the time it will take

to execute the job remotely. The estimated time is then compared with job deadline to
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evaluate whether the remote execution is a success or not. Therefore, the same model
(either local or remote) is picked for evaluation in both the approaches. The accuracy for
random allocation is high but the completion time for this approach is also higher because
of randomly picking full models for execution. For the round-robin approach, the full
models are selected and successfully executed with an increase in signal threshold. This is
because a high threshold value ensures a higher chance of successful task execution (with

the current signal quality).

3.6.2 Analysis

Based on the experimental results, following observations can be made: (i) The execution
time for full models is almost 10 times that of the light models. (ii) ResNet-50 based models
are more accurate in comparison to MobileNet V2 models, but take longer to execute. (iii)
The signal quality-aware approach generates better results in terms of completion time,
whereas the deadline-aware approach yields more accurate results (if completed within
the deadline). (iv) Changing the threshold value significantly affects the completion time
of the signal quality-aware approach, whereas the completion time of the deadline-aware
approach is less affected by the threshold value. (v) Inference accuracy of the framework
decreases with an increase in signal quality threshold. (vi) A trade-off between accuracy

and execution time can be achieved based on user application requirements.

3.7 Summary

In this chapter, an edge-cloud framework that can be used with mobile agricultural robots
under intermittent network connectivity is proposed. The approach [114] is aimed at
addressing network faults, such as unreliable connections and service outages, that can
significantly affect the performance of precision agriculture applications. Using on-board
ML models for classification and inference, the robot analyses plants/weeds by taking
images through a robot-mounted camera. For demonstration, two ML models were trained
for weed identification and prediction using the DeepWeeds image classification dataset
with two types of noise. I evaluated our algorithm using experiments performed on a
testbed, demonstrating that the approach provides accurate predictions under variable
network signal quality. The proposed approach offers better performance in terms of
completion time, whereas a more traditional deadline-aware approach is more accurate but
takes longer to execute. Although task allocation has been considered in this chapter, the
task arrival and its uneven load can significantly affect the performance of edge-cloud IoT

systems. The next chapter explores the load distribution aspect in IoT-based applications.
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Load Distribution in Edge

Computing Environment

This chapter describes a framework that distributes the task load across various edge
computing nodes available in rural environments. The distribution is performed by
considering multiple factors that directly affect the performance of execution frameworks.
Three different FL-based workflows performing the weed detection task has been

considered during evaluation of the framework.

4.1 Distributing Task Load in Rural-AIl

The use of technology to automate agriculture processes has revolutionised farming,
leading to improved utilisation of resources and decision-making [115, 116]. Agricultural
automation has also provided substantial progress towards attaining the UN Sustainable
Development Goals (SDGs), especially those pertaining to environmental sustainability,
improving agricultural yield, and reducing emissions from farms [117].

While technology offers several benefits in agriculture, rural communities have limited
access to data communications and computational infrastructure [118], compared to urban
environments. Edge-based infrastructure provides a computing architecture that can be
used to enhance agricultural operations and decision-making processes in rural areas. It
involves deploying computation nodes near a data source at the edge of the communication
network for data processing tasks [119]. This infrastructure enables real-time data
processing, dynamic allocation of computational resources, low-latency communication,
and storage (including data caching) at the edge layer. Recent work [120, 121] proposes
edge computing-based frameworks for precision agriculture. Moreover, the integration of
edge infrastructure with Internet of Things (IoT) can be transformative for agriculture.
IoT devices can collect critical data (such as soil nutrients, crop and weed details, and
weather conditions) and offload that task to nearby edge devices for decision-making [122].
This allows farmers to take immediate action on the fields, directly enhancing agricultural
productivity and sustainability.

Unreliable connectivity and environmental variations are factors that affect the
performance of rural agriculture. It is therefore important to efficiently utilise
these edge-cloud resources in a resource-constrained rural environment [123]. Load
balancing [124, 125] techniques can be used to distribute computing tasks and data

processing workloads across multiple computational resources, such as edge devices and
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cloud servers. Load balancing also supports efficient resource utilisation, enhances system

performance, and ensures efficient data processing in agricultural operations.
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Figure 4.1: Architecture for the proposed load balancing framework. Private nodes (red
links) available in high-security zone handle sensitive tasks and shared nodes handle less
restricted tasks on the public network.

Farmers have started embracing tools and technologies that are transforming their
agricultural practices, reshaping interactions within the agriculture and food sectors.
However, farmers are still concerned about privacy, security, and ownership of agricultural
data [126, 127, 128]. This can arise due to: (i) farming practices that give economic benefit
to individual farmers; (ii) requirement to report greenhouse gas (GHG) emissions; (iii)
pre-negotiated energy pricing and tariffs; (iv) use of water and other associated resources
(e.g. seed, pesticides, and fertilisers) used on the farm. Moreover, lack of regular software
updates, limited technical expertise, poor data management practices and weak access
control mechanisms can also contribute towards the vulnerability of rural agricultural
data. Considering the limited infrastructure available in rural areas, it is also crucial to
optimally utilise all the available resources and ensure that some specified resources are
not under-utilised or over-utilised.

I propose a security-aware load balancing framework for edge infrastructure that can
be used to support rural environments. The infrastructure is designed to distribute
computational tasks across multiple resources while also ensuring data privacy and
confidentiality. It divides the tasks into independent categories: restricted and public.
These tasks are allocated to two different resources: private and shared, based on security

requirements and load characteristics of the node on which these tasks are executed.
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A heuristic approach is designed to perform the resource allocation decision for each
task, taking into account factors that have a direct influence on execution performance.
Completion time, failure rate, resource utilisation, security, and resource management
overhead are the key factors used for evaluation. The proposed architecture for the
framework is shown in Figure 4.1 of this subchapter. The primary contributions of this

chapter are as follows:

e A load balancing strategy for rural infrastructure is designed that also ensure privacy
and security of user data. A weed detection use case is used to demonstrate how

this approach can be used in practice.

e A mathematical optimisation approach is used to determine the objective functions

that affect execution performance, utilising an edge-based load balancing framework.

e Three variants of weed detection functions for evaluation of the proposed framework
are analysed: federated learning (FL) based local model training, global model

aggregation, and model prediction.

e SHIELD (Secure Heuristic Integrated FEnvironment for Load Distribution) is
proposed as a framework that allocates tasks on available resources considering
waiting time, failure rate, security and other attributes that can be used as a basis

of comparison between different allocation strategies.

e Design of a testbed utilising Raspberry Pi and a laptop-hosted server (which can
be deployed at the farm). Two Python-based software systems are used: Parsl and
OpenWhisk (OW), for evaluating the performance of the proposed framework.

4.2 System Model

This subchapter outlines the key components considered while designing the proposed load
balancing framework. A brief description of edge-based infrastructure, a real-life use-case,
evaluation task, and communication module utilised are also explained in the following

subchapters.

4.2.1 Three-tier Edge-Cloud Architecture

This work implements a three-tier edge-cloud infrastructure, leveraging the strengths of
a layered edge computing and storage system. The foundation of this architecture is an
edge layer, consisting of physical hardware and communication devices. These components
are crucial for collecting real-time, application-specific data. Although these devices can
perform basic data processing and storage, their capabilities in this regard are limited.

The middle layer in our architecture is the fog layer, which plays a crucial role in enhancing
the computational and storage capacities of the system. This layer is composed of fog
nodes, such as base stations or gateways, situated in proximity to the data-generating

edge nodes. The strategic placement of these fog nodes is key to their functionality as
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intermediaries between the edge devices and the cloud layer. These nodes support faster
processing for applications that require lower levels of computation comparatively, thereby
reducing latency compared to cloud-based models.

At the top of the architecture is a cloud layer, which offers substantial computational and
storage capabilities. This hierarchical arrangement means that as one ascends from the
edge to the cloud, there is an increase in computational power and storage capacity.
However, this also results in increased network latency and complexity in execution.
Therefore, this architecture allows for a strategic trade-off based on the specific needs
of the application. By determining the optimal number of layers to be utilised, the
architecture can be designed to balance immediate data processing needs at the edge
while more complex computational tasks are offloaded to the cloud node. This adaptability
makes the architecture suitable for a wide range of applications, optimising efficiency and

performance.

4.2.2 Adaptive Control Pipeline

The designed system adapts with the execution environment through a sequence of steps
involving data collection, monitoring, analysis, and planning the modifications. The phases

of the adaptive control pipeline are as follows:

o (ollecting data: It includes monitoring of the deployment environment and its
performance. All the decision variables that can affect the control mechanism are

selected and their corresponding data is collected.

e Analysing data: This phase is used to understand the current state of system and
its associated decision variables. This could involve identifying patterns, predicting

future states, or selecting optimal nodes.

o Formulating decision: Based on the analysis of all the selected variables, a decision

is formulated by the system to adjust its operation and execution process.

o Implementing action: The system then implements the decisions, adjusting its
operation as per threshold and test conditions on selected variables.  This
involves migrating tasks between nodes, avoiding risky nodes, or initiating recovery

procedures for failed tasks.

4.2.3 Task and Resource Classification

In order to limit the access of tasks on different layers of resources, I have divided them

into multiple categories in this work. The categorisation of tasks is as follows:

e public tasks: These are the set of tasks that have minimal or near zero requirements
in terms of security and do not need protection. It includes tasks that are processing
agri-data with minimal security concerns, such as general environmental data or

non-sensitive operational information. These tasks do not contain any sensitive
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information, making them suitable for execution on a less secure, more openly

accessible environment.

e restricted tasks: This category of tasks might contain some sensitive information,
such as high-resolution images that could reveal confidential details about farming
operations or farm infrastructure. The critical nature of these tasks necessitates
execution in secure locations where data integrity and confidentiality are prioritised.
Monitoring these restricted tasks is essential for maintaining the privacy and
competitive edge of farming operations, as unauthorised access to this data could

lead to exploitation that could directly or indirectly harm the farmers.

For executing these tasks on resource nodes, two primary categories of resources are utilised

that ensure their security and accessibility needs:

e private resources: These resources are exclusively utilised for processing restricted
tasks due to their high level of security and controlled access. They are owned
and managed by individual farmers or farming organisations that own and monitor
the fields where data is generated. Private resources are deployed to ensure the
confidentiality and integrity of sensitive data, making them ideal for tasks that

require a higher degree of privacy and protection.

e shared resources: These sets of resources are shared between a group of farmers or a
local community that owns and manages the arable land in that neighbouring area.
They are highly cost-effective and scalable but mainly used for public tasks due
to their lower levels of data protection and confidentiality. These resources do not
require stringent security measures, allowing for efficient resource utilisation among

multiple agricultural farms.
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Figure 4.2: Load distribution of tasks in the agricultural field.
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4.2.4 Real-World Use Case

For evaluation of our proposed framework, the edge-based architecture has been mapped
to a real-life agricultural use case. I assumed that a high-resolution camera is mounted on
a robot that takes pictures of weeds and plants on the field. The robot can take a random
walk throughout the field and keep taking pictures. The aim of the robot is to detect and
remove weeds from agricultural fields. The setup follows a master-worker configuration
such that the robot acts as the master whereas the computation nodes act as the workers.
There are a few computation nodes that are deployed on the field and owned by farmers;
they are the private nodes for that particular farmer. Along with this, the farmer can also
evaluate tasks on a shared set of resources owned by a group of farmers having fields in the
nearby area. These shared resources are set up together by the local community of farmers.
For limiting the access of farmers to the two categories of resources, I have divided tasks
into two types as well: restricted and public. If the images captured for analysis contain
visual data that could reveal sensitive information about the farming operations or farm
infrastructure, they might be valuable to competitors or unauthorised individuals who
could exploit it for their own purposes. These images when sent for evaluation (whether
it's weed or plant) need security and are considered as a restricted task. However, if the
image does not capture any personal information that directly or indirectly affects the
farmer, it's considered as a public task. A graphical description of our load distribution

approach in an agricultural field is shown in Figure 4.2.

4.2.5 Functional Requirements

Rural agricultural applications require a robust and adaptable system that can respond
to real-time environmental variations that affect the infrastructure. The key requirements

for designing our application are as follows:

o Ideal pick for execution: A system can be designed to utilise all the available
resources while executing a task. A two-phase heuristic pipeline is deployed that

uses four unique constraints for selecting ideal resource nodes for execution.

o Mobility of nodes: The mobility factor can impact application performance and
data exchange over a wireless network. Therefore, the robot's location is designed

to influence the nature, size, and latency of supported task execution workflow.

e Addressing workflow mecessities: Different FL. workflows exhibit heterogeneity in
their computational demands, requiring different times for completing the execution.
In scenarios where workflows are interdependent, the outcome of one workflow serves
as the input to another process in FL. Three different workflows have been considered

for evaluation in our approach.

e Protecting data rights: The edge-based framework is designed with consideration of

protecting farmers' data security and privacy. I have utilised encryption, hash-based
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Figure 4.3: Three sample images from the DeepWeeds dataset.

message authentication code (HMAC), and access control mechanisms to ensure

confidentiality, availability, and integrity of data.

4.2.6 ML Model Description

In order to perform weed detection on the proposed framework, I have leveraged
the ResNet-50 [68] convolutional neural network model to classify weed species using
the DeepWeeds [69] image classification dataset. This dataset includes nearly 17.5K
agricultural images (15K training, 2.5K test images), providing a broad and diverse set
of observations for eight primary weed species from a wide Australian region, enabling
the comprehensive training of our weed detection model. Three sample images from
the DeepWeeds dataset are shown in Figure 4.3. The ResNet-50 model, known for its
residual learning framework, was specifically selected for its efficacy in handling complex,
high-dimensional data. I then fine-tuned the model parameters to optimise its ability
to discern unique patterns within the images, thereby enhancing its weed classification
accuracy. The functions that formulate execution workflows utilised in this framework,

can be given as:
Aggregate

— hodels Validation
Compare > Global Model
i Accuracy
—» mage Validation

Pre-processing

_ Image Model Tuning - Local Model
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Figure 4.4: SFC for global, local, and prediction workflow.

(1)- Pre-process images: This initial phase involves manipulating an image to make it
suitable for training or validation. A function reshapes the data into a 224x224 image size
format, which aligns with the requirements of our deep learning model. (2)- Fine-tune
model: This phase focuses on fine-tuning our learning model. It involves initialising the

model with weights from previous iterations, leading to the creation of a new model



48 Chapter 4. Load Distribution in Edge Computing Environment

specifically trained on our DeepWeeds image dataset. (3)- Aggregate model: The step
includes averaging the weights across all neural network models, providing a comprehensive
and combined model representation. (4)- Validation: The newly trained model is tested
using a new dataset to evaluate its performance and accuracy. (5)- Accuracy comparison:
This function uses the validation results as input and compares the accuracy of the previous
model with the new one. The model having higher accuracy is then considered as the
global model for future evaluations. (6)- Inference model: The function utilises the trained
model for performing prediction on new and unseen data. It is used to test the real-world
applicability of the trained models on the specific applications it is trained for. (7)- Data
decoding: This function handles the encryption and decryption of data before it is sent to
a resource node for execution. An algorithm is designed to decide whether data encryption
is required or not.

Figure 4.4 describes the service function chain (SFC) for task variants utilised in this work.

I have evaluated the framework on these three weed detection tasks:

e Local model training: The task includes training the FL model on local data of
each node. It includes pre-processing the end-user data and fine tuning it over a
pre-trained model of another dataset. In our case, the weed detection model was

fine-tuned over a model pre-trained on the ImageNet [129] dataset.

o Global model aggregation: This task collects local models from all the nodes
and aggregates them into a single global model. It includes averaging models,
pre-processing, performing validation, and comparing accuracies. The model having

higher accuracy is selected as a global model for upcoming tasks.

e Prediction model: It uses the trained model for performing evaluation on new
unseen data. The data belongs to real-world applications which might need security,

therefore, the data encryption is also performed before it is sent for execution.

4.2.7 Serverless Computing Platforms

Serverless architecture provides a distributed computing infrastructure where the
management tasks such as managing servers, runtime environments, and the underlying
operating system are entrusted to a third-party service provider. Instead of pre-allocating
resources, serverless architecture dynamically provisions and scales resources for
applications by automatically responding to incoming event triggers or requests. By using
this approach, users can focus more on designing the functionality and logic of their
applications rather than infrastructure, making it a cost-effective and efficient model that
charges only for the compute time consumed by the applications.

Numerous serverless computing platforms, serving a wide range of use cases and
requirements are available in both commercial and open-source settings for the end-users.
AWS Lambda, MS Azure Functions, and Google Cloud Functions are a few platforms that
are used commercially whereas Apache OpenWhisk, Kuberless, OpenFaaS, and Knative

are a few of the open-source options available for deployment. Commercial platforms are
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often available to users with built-in integration capabilities of their respective ecosystems,
such as database services, analytics tools, and machine learning platforms but they incur
high execution costs, implementation restrictions on the users. Alternately, open-source
serverless platforms are freely available for anyone to use, modify, and distribute but
they require more hands-on management and operational knowledge, especially for scaling
and maintaining the infrastructure. Parsl and OpenWhisk are two serverless computing

platforms that have been utilised in this chapter.

Parsl [130] is a Python-based scripting library that allows parallel execution of applications
across multiple cores and nodes utilising its pre-developed executors. All the functions
available for execution are wrapped using Python apps and are linked to a shared
input/output data source such that parallel execution of tasks can be performed on a
specific resource node. A configuration object, specifying where and how tasks should
be executed, enables running a Parsl application on any machine. It can be deployed
on a resource-constrained device like RPi, Nvidia Jetson or it can be assigned to a
high-performance computing cluster in the cloud layer. Our work uses Parsl for configuring
an ad-hoc cluster that offers a dynamic workflow for real-time task execution on worker
nodes deployed for remote execution of tasks. Parsl also allows the dynamic distribution
of task load by utilising a controller node. Moreover, function hosting in Parsl supports
a heterogeneous environment that can be modified at runtime, especially in the event of
a node failure. A registry is maintained for all deployed functions and updated with the

arrival or completion of any existing function.

OpenWhisk [131] is a freely available (under Apache Licence 2.0) serverless computing
platform designed to automatically run functions in response to specific triggers or events.
OpenWhisk operates on a Function-as-a-service (FaaS) model, which offers cloud-based
infrastructure and server management for applications. In this platform, functions are
labelled as “actions”, and their executions are termed as “activations”. End-users have
to register the actions, which can be triggered by an event. An event can be an
HTTP request, a timer, or an external resource. Actions can be coded in a variety of
programming languages like Python, Java, GO, Swift, or can be integrated as Docker
images. OpenWhisk operates on the assumption that there is a linear relationship between
a container's memory utilisation and its CPU utilisation. Thus, developers only have the
option to determine the RAM size (memory setting) for executing their actions. Developers
can also provide an action chain, which permits the sequential calling of one action by
another, resulting in complete execution of the entire SFC. The OpenWhisk architecture
consists of two main components: (1) the Controller and (2) the Invoker. Both of these
components are built over Nginx, CouchDB, and Kafka. Initially, the system is accessed by
Nginx, an HTTP server, and a reverse proxy server that allocates incoming HTTP requests
to the Controller node. The Controller node is responsible for the authentication and
authorisation of all incoming OpenWhisk API requests. CouchDB, an open-source data
store securely keeps rules, definitions of triggers, user credentials, metadata, activation,

and actions. Kafka is a streaming platform that handles the real-time data exchange
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between the Controller and the Invoker. OpenWhisk also has a commercial version of its
platform, it is called IBM Cloud Function. I chose Parsl and OpenWhisk as our serverless
platforms to demonstrate the compatibility of our approach with different environments
that efficiently manage and offload workflows. In subchapters 6 and 8, I have presented
detailed results from our experiments with these platforms, validating our approach's

applicability in managing distributed serverless computing tasks.

4.2.8 The CIA Triad

For ensuring the protection of sensitive agricultural data, the fundamental concept of CIA
triad is utilised in this chapter. It consists of mainly three elements: Confidentiality,
Integrity, and Availability.

Confidentiality is the first component of triad which is ensured through the implementation
of advanced encryption methods. Encryption helps to safeguard sensitive agricultural data
by transforming it into an unreadable format, decipherable only by authorised end-users
(or a group of farmers) possessing the correct decryption key. The second principle,
Integrity, is ensured through the use of HMAC in our framework. Using HMAC, a hash
function is applied to the secret key and contents of the agri-task. Any changes, intentional
or accidental, in the data, will result in a different hash value. Therefore, verifying this
value before and after transmission can ensure that the data has not been tampered
with throughout communication, preserving its integrity. Availability is another crucial
factor which ensures that the system's services are accessible to end-users all the time.
To achieve this, I allocated the task on two best locations selected via hf2() heuristic
function. It provides an alternate solution in case one of the task executions fails. The
techniques used in this chapter to ensure CIA are based on well-known methods utilised
for data protection [132]. T have used these established security methods to enhance the
effectiveness and reliability of our proposed approach. Integrating these security principles
can significantly improve the protection of sensitive agricultural data within an edge-based

infrastructure.

4.3 Problem Formulation

In this subchapter, I present a quantitative objective function for our proposed architecture
which schedules IoT jobs in a load balanced manner. I have interchangeably used the term
‘task’ or ‘job’ in this chapter. Both these terms refer to the execution of a weed detection
function. I have a set of J jobs and R resources such that a job can be sent on any available
resource for execution. All the symbols of this formulation are described in Table 4.1. Each
job can have a unique size and each resource can have a different capacity, which will result
in different execution times' on different resources (depending on their capacities). The
time taken to complete a task/job j on a resource r is known as the completion time, tepyp.

This can be represented as:
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Table 4.1: Symbol Table for the problem formulation.
Symbol Description
N, N’ total no. of tasks, no. of tasks failed
tr, tp restricted, public security tag
J, R set of jobs, set of resources
J, T a task/job, a resource
tsty texec, temp start, execution, completion time
dlirans, dlprop, dlproc transmission, propagation, processing delay
dlgueus dliats dlecomm queuing, network, communication delay
tadd additional time
len, bw data packet length, network bandwidth
dis, vl distance, velocity
njq, awt no. of tasks in queue, average waiting time per job
jrs Jp restricted, public task
g gy’ restricted, public task failed execution
Cset, Cexecs Ccomm setup, execution, communication costs
FR, SC, RU failure rate, system cost, resource utilisation
T, cap time unit, total execution capacity
tcmp - tst + texec + dllat (41)

Here tg is the time when j starts executing on 7, t.;e. is the time it takes to execute j on
r, and dlj,; is the network latency of executing j on r. Here, network latency dlj,; is the
combination of various delays that arise in the network when j is executed on r. This is
represented as:

dllat = dltrans + dlprop + dlproc + dlqueu (42)

where dlqns 1 the time taken to transmit data from user to the transmission medium,
dlyrop is the time taken for propagation of data through the transmission medium, dlpyo.
is the time taken by processor to process the users' data, and dlyye, is the delay incurred
by waiting of data packets in a queue. Since high performance computational hardware
is easily available nowadays, I have considered that dl,.,. ~ 0 in this chapter. Thus, the

network latency can be written as:

dllat = dltrans + dlprop + dlqueu (4'3)
len dis

= — + — ] 4.4

dhag = 7+~ + (njg x awt) (4.4)

such that len is the length of data packet, bw is the bandwidth of adopted IoT network, dis
is the distance that a data packet travels, vl gives the velocity of communication channel,
njq is the total number of jobs in the queue, and awt gives the average waiting time for one
job in the queue. In this model, dliqns, dlprop and dlyye, together depict the communication
delay in the network. This combination of delays is often used interchangeably with dl.omm

in this chapter.
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It is necessary that the task allocated on the node begins the execution on time. However,
due to system delay or improper garbage collection, the system faces some delay in
beginning the task execution. This results in task failure and may impact overall
completion time. To handle this issue, I have also considered additional time on resource

nodes in this framework. It can be mathematically given as:
tadd = tewec X failure rate (4.5)

such that failure rate gives the failure rate of the resource node where task j is sent for

execution.

The tasks in the proposed architecture are categorised as restricted and public, as described
previously. Let a restricted job be denoted by j,.. Similarly, a public job task is given by
Jp respectively. The total number of tasks to be executed is given by N such that:

N=>"j+> jp (4.6)

Furthermore, a restricted and public job that failed execution on the node is denoted by

Jr' and jp' respectively. The total number of jobs that failed their execution are given by

N’ such that:
N'=% 5+ (4.7)

To analyse the performance of task execution, I use three metrics, namely: Failure Rate
(FR), System Cost (SC'), and Resource Utilisation (RU). FR is the ratio of number of
jobs that failed execution to the total number of jobs available for execution. Formally, it

can be given as:

FR: er,+2jp/ _ N/

. — = - 4.8
it 2ip N (48)
The objective function that needs to be solved for F'R can be given as:
argmin FR = {FR|FR = f(N')} (4.9)
N/

Another crucial parameter to measure the performance of an architecture is the software
and hardware interactions within the network. This factor is given by the SC. It includes
the set-up cost, total execution cost, and cost of communication latency. SC can be

presented mathematically as:
SC = Cset + Cexec + Ccomm (410)

Here cget denotes the initial set-up cost, cexec denotes the aggregated execution cost of all
the jobs executed on resource r. Finally, ccomm denotes the total cost of communication
latency in the network. Since SC' is directly proportional to the running time of a resource,
it needs to be minimised.

If 7 is the standard unit of time considered in this work. then the objective function for
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SC' can be given as:

argmin SC = {SC|SC = f(r)} (4.11)

Moreover, it is also necessary to keep track of the RU of all available resource nodes. RU
is the ratio of total execution time with the total capacity available in our network. In
order to achieve an optimal utilisation of a resource, RU needs to be maximized. RU is

represented mathematically as:

RU = 2 texee (4.12)
cap

Here cap gives the total execution capacity of the available resources. The optimisation

function for calculation of RU can be given as:

argmax RU = {RU|RU = f(texec)} (4.13)

texec
Therefore, the optimisation problem for maximising the performance parameter PR can
be presented as: Minimise FR, Minimise SC, and Maximise RU. By combining equation

9,11,13; PR can be written mathematically in the following form:

PR = max < argmin F'R, argmin SC, argmax RU) (4.14)
N’ T texec

Note that by maximising resource utilisation, the aim is to optimally utilise resources for

task execution. Similarly, by minimising the failure rate and total cost, I aim to avoid

failure of tasks and also remove the expenditures which do not provide added value to our

task execution framework. Therefore, there is need for a load distribution framework that

allocates the tasks on different resource nodes while ensuring that the resource utilisation

is maximised whereas the failure rate and total execution cost is minimised.

4.4 The SHIELD Framework

This subchapter describes the details of our load balancing framework proposed in this
study. It is assumed that there is a uniform mix of restricted and public tasks available
for execution. The term resource is used to signify a node where the execution of tasks
can take place. In order to monitor the utilisation of resources, a few new terms have been
defined in this work.

Definition-1: b-score - is a balance score that estimates whether a particular resource
node is over-utilised or under-utilised in the framework. It is measured by calculating the
difference between current utilisation (utz) of the node and average utilisation (utzayg)
of the infrastructure. The b-score is calculated every time a new task is submitted for
execution. For every task ¢; evaluated on resource r, b-score can be mathematically given
as:

b — score(i,r) = utz; — utZayg (4.15)

Definition-2: dynamic k-value - In order to reduce the execution complexity, instead of
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iterating over all the nodes, a more efficient approach involves selecting k£ best nodes and
evaluating them for further performance enhancement. However, I observed that different
functions performed better with different sets of k-values. For determining the dynamic
k-value, I have utilised a softplus activation function in this work. Given the following:
(1)- function Softplus(z) = In(1 + €*)

The system is designed to calculate a value k, which is related to the resource allocation
based on task execution time of our system. The softplus function serves as an
approximation to the rectifier function, compressing extreme values into a smoother range.

The calculation starts by determining 7, as:
515 = tezec — temas (416)

The d; undergoes the softplus transformation and is normalised by:

softplus(dy)
softplus(temaz)

(4.17)

Lastly, the calculation is scaled with R and added to 10% of the total resources already

available. The load constant ¢; is used to adjust this outcome. The final k-value can be

softplus(dy)
= 1 _ 4.1
K {R % <0 tax softplus(temaz) (4.18)

represented as:

The value for load-constant in this work has been fixed at 0.9 (derived experimentally).
Therefore, for the initial 50s of function execution, the allocation will remain constant at
10%. Afterwards, it will be scaled accordingly using equation 4.18. Figure 4.5 shows the

relationship between the dynamic k-value and the average execution time of the function.

4.4.1 Heuristic Function Pipeline

With an aim to optimally allocate public/restricted tasks on available secure/shared
resources, this work uses a two-step heuristic function pipeline for decision-making on
where to execute the task. They are as follows:

hfl(): filtering the load - After determining the waiting time, failure rate, and b-score for
every resource node, the first heuristic function of the pipeline selects the best k£ nodes that
have the minimum values for all three variables, prioritising them in the order of waiting
time, failure rate, and b-score among all nodes available for execution. These k£ nodes are
expected to be the nodes that have been least utilised until the current task execution.
All the initial experimentation in this work has been done with k = 20. Afterwards, the

softplus activation was deployed to determine the optimal k-value that will obtain the best
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Figure 4.5: Correlation between dynamic k-value and average execution time of the
function.

performance results during performance evaluation.

hf2(): evaluating objective functions - This function calculates the completion time of a
task on all nodes in the selected pool of resources. It includes task execution time and total
additional time if the task is executed on a selected node. I have calculated the additional
time using the formula: additional time = tezee x failure rate. When a failure occurs
during task execution, the node enters the recovery phase increasing the average execution
time. Additional time manages the risk by reducing the probability of allocating tasks to
a risky node where the failure rate is higher. At last, two best nodes with minimum total

execution time are selected and the process is repeated for every incoming task.

4.4.2 Adaptive Cryptographic Measures for Public Networks

The security solution I implemented uses the file system to transfer data between
different resource nodes. In instances where this file system is situated on a publicly
accessed network, nodes on the public network must be equipped with security measures.
Confidentiality is primarily achieved through encryption and decryption mechanisms. On
the other hand, to maintain integrity, tokens such as the HMAC value are relayed via a
secure channel. This secure channel, exemplified by the SSH connection is utilised by Parsl
functions as an adaptive out-of-band channel that adjusts in real-time based on security
needs and conditions.

Figure 4.6 depicts the model's tuning procedure. This involves adding a security layer
to nodes that are accessible through public networks. Notably, Fog Nodeg is reachable
via such a network. As a result, a cryptographic approach is required to safeguard its
integrity and privacy. In this setup, the robot handles encryption and HMAC generation,
while Fog Nodeg manages decryption and verification.

To further enhance the security and robustness of our system during interactions
with publicly accessible networks, I introduced a series of functions that implement

cryptographic encryption:
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Figure 4.6: Model tuning for public network access. Robot encrypts and generates HMAC
and Fog Nodeg manages decryption and verification.

‘» Model Tuning — Local Model

Generate HMAC: This function creates an HMAC designed for a particular message
and key using a specified SHA algorithm. This HMAC is fundamental in confirming
the integrity and authenticity of a message, defending against unauthorised changes or
interference.

Verify HMAC: This function validates the authenticity of a received HMAC by comparing
it with a newly created HMAC for a designated message. This creation process makes
use of a cryptographic key and the SHA algorithm. A successful match results in a ‘true’
outcome, validating the message's integrity. On the other hand, a mismatch leads to a
‘false’ outcome, hinting towards a potential security lapse or interference.

Symmetric Encryption: Through this function, a message M undergoes symmetric
encryption, using the Advanced Encryption Standard (AES) in Cipher Block Chaining
(CBC) mode. An auxiliary cryptographic key assists this process, and a random
initialisation vector (IV) further enhances the encryption. The output includes the I'V
and the consequent ciphertext C, preparing it for a potential scenario of decryption.
Symmetric Decryption: This function serves as the complement of an encryption process,
decrypting a given ciphertext C' using AES in CBC mode. Initially, it extracts the IV and
ciphertext from C. Then the decryption process continues by leveraging the key and I'V'.
Any padding is subsequently stripped away, generating the original plaintext message M.
When integrating cryptographic functions into the workflows, there is an added overhead to
the execution times of various tasks. For instance, the pre-processing function experiences
an overhead of about 0.72s, and the model tuning function results in an increase of roughly
1.74s. The compare accuracy function has the most significant increase, with an additional
time of 3.61s. In contrast, the decoding function has a minimal overhead of just 0.03s.
Note that our SHIELD mechanism incorporates these overheads by considering them as
a part of the node's execution duration. This approach provides a comprehensive view of

the time factor while implementing cryptographic security measures on public networks.

4.4.3 Load Balancing Algorithm

The proposed algorithm is designed to identify two best nodes for task execution and
allocate the tasks on those nodes. A set of tasks, a set of resource nodes, and security tags
associated with each task are considered as inputs for the algorithm. The procedure starts

by selecting tasks one at a time, in the order of their arrival. For each selected task ¢;, the
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algorithm evaluates its waiting time on all the available nodes and selects the node that
has the lowest waiting time. If the waiting time of multiple nodes is similar, I evaluate
the failure rate of those nodes and select the nodes that have minimum failure rate. If the
nodes have similar failure rates as well, I evaluate the b-score of those nodes and select
nodes with minimum b-score among all available nodes. A softplus activation function is
deployed to identify the optimal k-value for executing task ¢; in this framework. The first
heuristic function (hfl) is then invoked to select the k-best resource nodes based on the
previously mentioned three factors in the same sequence. The second heuristic function is
then utilised to select two best nodes (r; and ry) where the task will be finally allocated.
The decision was taken by considering the execution time and additional time on selected
k-nodes. The algorithm then continues examining the task ¢; and resources r; and ro. If
the task is private, the algorithm first checks whether the selected node is secure or not,
and then executes the task. The task is encrypted before execution if the node is a shared
node. On the other hand, if the arrived task is public, it is not encrypted on either private
or shared resource node and is directly sent for execution. A pseudocode for the proposed

load balancer is given below in Algorithm 4.1.

4.4.4 Access Control Mechanism

A mechanism that governs the availability of data within different layers of our edge
computing environment, is utilised to manage access control in this work. The aim is
to restrict the accessibility of specific categories of tasks to certain groups of resources
that are unsuitable for execution. In this work, the unsuitability is evaluated based on the
security requirements of an end-user. If the arriving task is restricted, it would be risky (in
terms of security) to allocate this task on a shared resource as the communication channel
will be accessible to a lot of other users as well. Therefore, a better option would be to
limit allocation of all restricted tasks on private resources only whereas all the public tasks
can be allocated to shared resources for execution. For experimentation, I have utilised
three versions of access control mechanisms. They are as follows:

(1)- Secure Random Placement: When a task arrives for execution, it is randomly allocated
to any of the resource nodes where the security tag matches the task requirements.
For example, when a task with a restricted tag arrives, it will be allocated randomly
to one of the available private resource nodes. Similarly, a task labelled with a public
security tag will be randomly assigned to any available shared resource (and not to any
private resource). (2)- Secure Round Robin: Instead of randomly selecting a node for
task execution, this approach allocates each arriving task to resource nodes in a cyclic
order. However, it is crucial that security tag of the task matches the requirements of
the resource. All restricted tasks will be scheduled on private resources in a cyclic order.
Similarly, all public tasks will be allocated on shared resources in a similar cyclic order.
(3)- Secure Least Loaded: This approach allocates tasks to the resource node which has
been least utilised among the total available pool of resources. However, I make sure that

if the task is restricted, it is allocated to the least loaded resource node in our private pool
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Algorithm 4.1 SHIELD
Input: set of tasks, set of resource nodes, security tags
Output: two best nodes for task deployment

1: procedure LOAD-BALANCER()

2 select tasks (one-at-a-time) in the arrival order
3 for selected task t; do

4 calculate waiting time

5: calculate failure rate
6
7
8
9

calculate b — score
identify k — value
procedure HF1()
select k best resource nodes

10: end procedure

11: procedure HF2()

12: identify two best nodes - r1 & 7o

13: end procedure

14: end for

15: for task t; and selected node r; & r9 do

16: if t; — private then

17: if selected node — secure then

18: perform execution

19: else if selected node — shared then
20: encrypt task

21: perform execution

22: end if

23: end if

24: if t; — public then

25: if selected node — secure or shared then
26: perform execution

27: end if

28: end if

29: end for

30: end procedure

of resources. Similarly, if the public task arrives, it will be assigned to the shared resource
node which has been least utilised. Whenever a new task arrives, the allocation decision

is made by evaluating the utilisation of all the available nodes.

4.5 Performance Comparison: Parsl vs OpenWhisk

Table 4.2 below provides evaluation metrics for Parsl and OpenWhisk platforms, describing
their performance when executing an FL application on a Raspberry Pi 4. Performance
benchmarks are measured across a range of tasks: pre-processing, model tuning, averaging
models, model validation, comparing accuracy, inference, and decoding. A comparative
analysis of each task with its corresponding average execution time is conducted,
revealing the following findings: (1)- Pre-processing: Parsl displayed high efficiency in

pre-processing operations, completing the task in approximately 0.33s, while OpenWhisk



Chapter 4. Load Distribution in Edge Computing Environment 59

Functions Parsl Time | OW Time | OW Memory
(seconds) (seconds) (MB)

Pre-processing | 0.33 1.80 128

Model Tuning | 178.21 161.54 1024

Averaging 22.33 17.63 2048

Models

Model 37.16 47.77 1024

Validation

Compare 0.10 0.66 128

Accuracy

Inference 5.36 30.85 1024

Decoding 0.01 0.98 128

Table 4.2: Performance readings for Parsl and OpenWhisk functions.

required significantly more time, averaging around 1.79s. (2)- Model Tuning: OpenWhisk
outperformed Parsl in model tuning, completing the task in approximately 161.54s
compared to Parsl's 178.21s. (3)- Awveraging Models: OpenWhisk also demonstrated
better efficiency in this task, averaging around 17.63s, while Parsl took approximately
22.33s.  (4)- Model Validation: Parsl performed better in this task, completing it in
approximately 37.16s compared to OpenWhisk's 47.77s. (5)- Comparing Accuracy: Parsl
demonstrated significant efficiency in this task, requiring only about 0.10s, a small
difference to OpenWhisk's 0.66s. (6)- Inference: Parsl was far more efficient in this
task, averaging around 5.36s as compared to OpenWhisk's 30.85s. (7)- Decoding: Parsl
completed the task very quickly in 0.0067s, compared to OpenWhisk's substantially longer
duration of 0.98s.

Running an FL application on Raspberry Pi highlights the strategic difference between
Parsl and OpenWhisk in resource management and their consequential impact on
performance. Moreover, a task-specific difference between performance on two platforms
is observed. For tasks such as pre-processing, model validation, comparing accuracy,
inference, and decoding, Parsl demonstrated higher efficiency. However, OpenWhisk
performed better in model tuning and model averaging tasks. It can be clearly seen
that Parsl exhibits superior performance in the majority of tasks because it operates
more like a native script execution, where the operating system manages and distributes
resources among processes. If the system runs out of memory, the OS can start paging
whenever the function is called, allowing tasks to be completed, though with some added
time. This accounts for the longer duration observed in the model tuning function
executed using Parsl. On the other hand, OpenWhisk uses containerisation, allocating
a specific amount of memory to each function. If this allocated memory runs out, the
function might not run or more likely will fail, triggering a need for task reallocation.
Also, each function execution in OpenWhisk requires the instantiation of a new container
(cold activation). This process contributes to additional time overhead while executing
the functions. Although this overhead appears to be minimal for longer tasks, it can

significantly impact shorter tasks. For example: in the model tuning function, the 6s cold



60 Chapter 4. Load Distribution in Edge Computing Environment

activation contributes just 3.84% to the total 155.69s execution time. However, for the
decoding task, the 0.95s cold activation accounts for roughly 99.17% of the total execution
time, considerably reducing OpenWhisk's performance for tasks with smaller execution
cycles. Therefore, efficient resource allocation becomes even more crucial in a multi-user
infrastructure. Defining precise memory requirements for each function, such as the 1GB
(or 25% of Raspberry Pi's memory) needed for model tuning, can be challenging. In such
cases, a choice can be made to prioritise faster execution over efficient memory utilisation.
Analysing these behaviours, it is possible to optimise performance by dynamically selecting
either Parsl or OpenWhisk for execution, based on the task and available resources. Parsl
could be preferred for tasks such as model tuning when sufficient memory is available to
avoid OS-controlled paging. On the other hand, when memory is insufficient, OpenWhisk
offers a solution by acquiring all the memory needed for a task beforehand, thus preventing
the act of paging. In all scenarios where available memory is limited, it would be better to
utilise the OpenWhisk framework (because of better control over memory). Such strategic
selection could improve the overall performance and efficiency of FL applications. This
selection process can be represented as an optimisation problem in itself and has not
been considered in the current approach. Exploring this later could provide a promising

direction for future work.

4.6 Experimentation Setup and Design

This subchapter presents a detailed description of the experimental setup devised for the
implementation of our proposed security-aware load balancing framework. It includes
setting up Parsl, OpenWhisk platforms, and designing a Python-based simulation that

can simulate real-world conditions.

4.6.1 Testbed Setup for Parsl

The experimental configuration for evaluating the proposed framework utilises an edge
computing environment that consists of an edge node and a controller node connected
with each other. The edge node is a Raspberry Pi 4, Quad-core Cortex-A72 Processor,
64-bit SoC, 4-GB RAM, and Nvidia Jetson Nano, Quad-core ARM Cortex-A57 MPCore
Processor, 4-GB RAM, located at Indian Institute of Technology (IIT) Ropar. The
controller node is a Dell Latitude 5420 laptop equipped with an 11th Gen Intel Core
i7-1185G7 processor operating at 3.00GHz with 8 cores, 16GB RAM, and 512GB storage.
This node is also located in IIT Ropar and the connection between controller and edge
node is established using the Parsl framework. Both the laptop and edge node are
equipped with a 64-bit Ubuntu 22.04.1 LTS operating system for experimentation. Virtual
environments were set up on both machines, and all prerequisites were installed before
initiating the task execution process. To facilitate the communication, a Parsl executor
(HighThroughputExecutor) and an Ad-Hoc cluster configuration are utilised in this work.
A graphical description of the Parsl setup that has been utilised for orchestrating the
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workflows is provided in Figure 4.7.
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Figure 4.7: Utilising Parsl for pipelining and orchestrating the execution of workflow.

4.6.2 Testbed Setup for OpenWhisk

In order to test our framework on OpenWhisk platform, I have utilised six Raspberry
Pi 4 Model B computers, operating on Raspberry Pi OS Lite (32-bit) Debian Bullseye.
Every Raspberry Pi is powered by a 1.5GHz 64-bit quad-core CPU (ARM-V8 processor)
with 4GB of RAM. A streamlined version of Apache OpenWhisk (Lean OpenWhisk) is
integrated with edge devices, which eliminates the need for separate Kafka and Invokers.
Currently, the intrinsic compatibility of Lean OpenWhisk is confined to x64 and x86
architectures only (and not ARM). To bridge this gap, I have customised Docker images,
facilitating the installation of Lean OpenWhisk on Raspberry Pi devices equipped with
ARM architectural setups. For a heterogeneous setup, an Nvidia Jetson Nano, Quad-core
ARM Cortex-A57 MPCore Processor, with 4-GB RAM, is also utilised for experimentation
with RPis.

4.6.3 Simulation Setup
I have utilised a two-step simulation process incorporating a queuing model and a failure

model in this chapter.

Queuing Model: This model is designed to determine the waiting times for all tasks

in the queue. It uses a function that considers the arrival time and the current state of
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the queue to perform this calculation. Another key function identifies the status of a task
(within the queue) and computes its completion time by considering both waiting and
execution times. I utilise a dynamic simulation model for emulating a system with single
server per node, operating under a First-Come-First-Serve policy.

In Algorithm 4.2, the process for handling task arrivals involves calculating the waiting
time (refer to the procedure in lines 3-9) to determine the total completion time, which
is the sum of waiting and execution times. As the task arrives, the system compares its
arrival time with the time when the last task finished waiting (both are timestamps). This
comparison helps to determine if all tasks in the queue have been processed or if there
are still tasks waiting/being executed (refer to line 7). In the event of task allocation, the
completion time is calculated using the procedure described in lines 10-18. If there are no
tasks in the queue (refer to line 13), the system assigns task's execution time as the total
completion time (line 14). However, if the tasks are waiting, system adds the waiting time

to the total execution time and determines the final completion time (line 16) of that task.

Algorithm 4.2 Queue Simulator

Input: arrival time, execution time
Output: waiting time, completion time

1: procedure QUEUE-SIMULATOR()

2 Initialize: wait_end < 0, wait_time < 0

3 procedure CALC_WAIT_TIME(arr_time)

4 if wait_end < arr_time then

5: wait_end < arr_time

6 end if

7 wait_time <— max(0, wait_end — arr_time)

8 return wait_time

9: end procedure
10: procedure CALC_COMPL_TIME(arr_time, exec_time)
11: wait_time <~ CALC_WAIT_TIME(arr_time)
12: wait_end < max(wait_end, arr_time + exec_time)
13: if wait_time = 0 then
14: compl_time < exec_time
15: else if wait_time > 0 then
16: compl_time < wait_time + exec_time
17: end if
18: return compl_time
19: end procedure

20: end procedure

Failure Model: The model incorporates a Mean Time Between Failures (MTBF) clock
as shown in Figure 4.8, to manage the task executions. If the task execution time surpasses
its MTBF, the task will go through multiple cycles (as depicted in Figure 4.9). This model
is specifically designed to simulate a system where MTBF is a significant factor. Upon
initialisation, the model is provided with two parameters: the Mean Time To Failure
(MTTF) and the Mean Time To Recovery (MTTR). A key function within this model

evaluates the status and expected completion time of a task considering the system's
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Figure 4.8: The execution of a service function at a process node, with completion times
taking account of MTTF and MTTR.

Completion

Figure 4.9: When the task execution time exceeds its MTBF, it will cycle repeatedly. At
each MTTR interval, the operation halts and then resumes until MTTF is reached.

MTBEF. It calculates the expected number of MTBF cycles that a task might undergo
and adjusts its completion time accordingly, considering the possibility of a system failure
during the task's execution process.

This failure model simulation considers the impact of system reliability and repair time
on all the operations. The MTBF clock model provides an even more realistic framework
for understanding, planning, and optimising system reliability, maintaining schedule, task
execution, and completion timelines. Our custom-built clock operates on an MTBF cycle,
which is divided into two phases: the MTTF and the MTTR. If the execution time is
less than or equal to the MTTF, the task can be completed within the system's expected
operational time. However, if the execution time exceeds beyond MTTF, the task enters
the MTTR period, during which progress is paused until the system is restored.

In this model, a unique situation occurs when a task arrives during the MTTR period.
In such cases, only the remaining time until system recovery, which is a fraction of the
full MTTR period, is added to the task's completion time. When a task is interrupted
by the MTTR period or begins in between this period, I have also added an appropriate
MTTR time to the total completion time. If the task is interrupted n times by MTTR
periods, then the completion time is calculated as: Completion Time = Execution Time +
nxX MTTR. For a task initially expected to be completed within one MTBEF period but gets

interrupted by an MTTR period, the new completion time would be Completion Time =
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Parameter Quantity
MTTF (250-500s)
MTTR (20s-100s)
total requests 5,000
local requests 1,500
global requests 500
predictions requests 3,000
fog layers 2
restricted tags 50%
public tags 50%
controllers in field 10
stmulation setups 2

Table 4.3: Summary of the simulation parameters.

MTBF + MTTR. If interrupted twice, the completion time extends to Completion Time
= MTBF + 2 x MTTR, and so on. Please note that — the more frequently a task is
interrupted by downtime, the longer it will take that task to complete in a real-world
setting.

The two models are linked in a sequential manner. The queue model is initiated first,
and its output, indicating the task's waiting and completion times, is used directly as an
input for the failure model. The failure model processes this information, determining
whether the task can be executed before a system failure occurs and calculates the task's

completion time.

4.6.4 Simulation Parameters

Table 4.3 highlights the configuration details of the simulation parameters utilised in
this study. I have evaluated the performance of four algorithms: secure random
placement, secure round robin, secure least loaded, and SHIELD through a simulation
having uniform and normal distribution configuration. The experimentation is carried
out on a two-layered fog infrastructure having a restricted and a public layer, utilising
RPi benchmarks. Separate tests are conducted on two different platforms: Parsl and
OpenWhisk. Reliability metrics MTTF and MTTR range from 250s-500s and 20s-100s
respectively in our evaluation. I utilised 200 RPis, distributed across both layers. It also
includes three workflows: local model training (1,500 requests), global model aggregation
(500 requests), and model predictions (3,000 requests). Each request and RP1 is associated
with a restricted or public security tag based on its characteristics. In the field, 10 RPis
connected to robots act as network controllers. A dynamic k-value is also utilised for

selecting the best k nodes in this work.

4.7 Results and Evaluations

This subchapter presents the experimental findings and evaluations conducted on our

security-aware load balancing framework. I utilised three key metrics to assess the
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Figure 4.10: Global workflow evaluation on Parsl platform.

performance of proposed system. The first is failure rate which measures the percentage
of tasks that do not meet their deadlines, showing actual cases of task incompletion.
Another important metric is the makespan, which tracks the total time it takes for a
workflow to execute across different systems, with an emphasis on reducing this duration.
I also explored the wtilised location (or utilised resources) metric, indicating the number
of resources involved in a workflow. The goal of this metric is to ensure that resources
are evenly distributed. It is worth noticing that basic load balancers such as round robin,
might link utilised location to the task size in the workflow. The results compare our
proposed SHIELD approach to the random placement method, round robin, and least
loaded load balancing strategies. All these methods are secure, adhering to the access

control procedures described in subchapter 4.4.4.

4.7.1 Performance Analysis of Workflows on Limited Resource

Environment

For understanding the behaviour of framework with less number of resources, I carried
out assessment with k-value set at 20 (equivalent to 10% of the total resources) rather
than relying on the formulation mentioned in Equation 4.18 as depicted in Figure 4.5.
Throughout this stage, I closely monitored the results and analysed the framework's

effectiveness in load distribution with a smaller subset of resource nodes.
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Figure 4.11: Global workflow evaluated on OpenWhisk platform.
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Figure 4.10 and 4.11 display the performance of global workflow on Parsl and OpenWhisk
execution platforms respectively. The analysis indicates that the SHIELD strategy shows
a substantial reduction in makespan (55.11s, 63.83s), reflecting a more efficient execution
process. Moreover, the failure rate is significantly reduced to just 2.8% and 3.4%,
highlighting the robustness and reliability of our approach compared to other placement
approaches. While round robin distributes tasks evenly across all resources in a cyclic
manner, the Secure Least Loaded method first evaluates the current load on each node,
aiming to allocate tasks to the node having a minimum number of tasks in the queue. This
results in some additional time (around 5s) during the execution of workflows. Moreover,
the average locations utilised (5.93, 6.45) for SHIELD are higher than the other access
control mechanisms. This occurs due to our approach replicating tasks on two locations in
a five-function chain workflow. However, instead of utilising all 10 locations, our framework
selects locations based on performance factors mentioned previously. Selecting locations
for task execution provides better results (in terms of makespan and failure rate) rather
than uniformly distributing the load. When I increased the value of k to 100%, I noticed
that SHIELD algorithm's performance varies slightly between the two configurations. It
utilises more locations (5.93 vs 5.53) and has a marginally lower makespan (55.11s vs
55.97s) with 10% configuration compared to 100% k-value configuration. However, the
failure rate is slightly higher when k value is 100% (3.0 vs 2.8).
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Figure 4.12: Local workflow evaluation on Parsl platform.
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Figure 4.13: Local workflow evaluation on OpenWhisk.
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The performance of local workflow on Parsl and OpenWhisk platforms are shown in Figure
4.12, 4.13 respectively. In this workflow, SHIELD also demonstrated better performance
over the other strategies. The makespan observed under SHIELD was 169.61s and 160.16s,
significantly lower than its counterparts. Furthermore, the failure rate is only 21.93% and
19.87%, far less than Secure Random, Secure Round Robin, and Secure Least Loaded. It
can be observed that makespan is significantly higher for all strategies in comparison to
the global workflow. This is because the “model tuning” function has a more substantial
execution time in the local setting (which is not required in a global workflow). The high
execution time not only results in a longer makespan but also increases the probability of
failure. Therefore, the failure rate in the local workflow is also higher than that observed
in the global workflow. The average utilised locations for SHIELD are 3.37 and 3.18, which
is also higher than other three access control mechanisms. The 10% k-value configuration
of the SHIELD algorithm utilises slightly more locations (3.37 vs 3.36) and has a slightly
higher failure rate (21.93 vs 20.67) compared to the 100% configuration. However, the
makespan is marginally higher in the 100% configuration (168.55s vs 169.61s).
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Figure 4.14: Prediction workflow evaluated on Parsl.
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Figure 4.15: Prediction workflow evaluated on OpenWhisk.

For the prediction workflow, the performance on Parsl and OpenWhisk platforms
are depicted in Figure 4.14 and 4.15 respectively. The proposed SHIELD strategy
demonstrates the highest efficiency with the lowest makespan (5.63s, 31.58s) on both

platforms. The access control mechanisms — Secure Random, Secure Round Robin, and
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Secure Least Loaded have slightly higher makespan in comparison to our approach. The
difference in makespan is attributed to the efficiency of SHIELD in allocating resources,
thereby leading to quicker task completion. A slightly better makespan of round robin
is observed because of its cyclic allocation of tasks on available resources. It is also
observed that the average failure rate for SHIELD is 0.06% and 1.03% respectively. The
prediction chain has a very low completion time and it is optimally placed on locations
using SHIELD framework. This reduces the probability of execution failure and exhibits
a high task execution rate. The performance of the SHIELD algorithm shows a noticeable
difference between the two configurations in this workflow. The 10% configuration has a
slightly higher number of utilised locations (3.64 vs 3.6) and a lower failure rate (0.0 vs
0.03). However, the makespan is almost identical, with a minor difference of 5.63s and

5.64s in 10% and 100% configuration respectively.

4.7.2 Interpreting the Additional Time Required for Different

Execution Workflows

Another critical factor for analysing the performance of our framework is the additional
time required whenever a task failure occurs and system goes into a recovery phase. The
data presented in Table 4.4 shows the average additional time required by the system
whenever a process node faces an interruption, along with the recovery time following
such interruptions. This analysis focuses on understanding three available workflows on

both available execution platforms.

Table 4.4: Average additional time on Parsl and OpenWhisk.

Approach Global Local Prediction
Random  9.93s 10.21s 1.18s

Parsl RR 16.95s 21.13s 4.45s
SHIELD 0.77s 0.82s 0.45s
Random  10.98s 11.57s 1.79s

OW RR 18.63s 15.89s 2.6s
SHIELD 3.39s 4.59s 0.64s

Random Approach: Both Parsl and OW recorded a longer execution time for the global
and local workflows. Parsl is approximately 10s and OW is a bit closer to 11s. However,
the prediction workflow in both platforms shows a much shorter duration.

Round Robin (RR) Approach: In Parsl, the RR approach showed a significant delay,
especially in the local workflow, surpassing 21s. Though global and prediction workflows
also showed an increase, it is relatively less than the local version. In contrast, RR method
on OW showed a faster recovery for the local workflow in comparison to others.

SHIELD Approach: Our algorithm provides better results on both Parsl and OW
platforms. On Parsl, the values range between 0.45s and 0.82s, which provides faster
recovery for all three frameworks. SHIELD on OW is faster in comparison to other
alternative methods but is marginally slower than Parsl. Across both Parsl and OW,

the SHIELD approach succeeds in minimising the additional time. Conversely, the RR
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strategy, in the Parsl local and OW global workflow, exhibits higher delays. The prediction
workflow consistently recorded shorter additional times, irrespective of the platform. For
applications prioritising the minimisation of additional time, SHIELD is a preferable
choice. However, it is crucial to consider the intrinsic nature of each workflow, especially
the local workflow, which inherently has a longer execution time in comparison to the

prediction and global workflows.

4.7.3 Exploring Distribution of Load and its Trade-off with other

Performance Critical Factors

To analyse the load distribution capability of our proposed framework, I have performed a
comparison with the other three task allocation strategies having uniform load distribution.
The uniform distribution strategy ensures a fair distribution of load across network
resource nodes, independent of specific characteristics of the infrastructure. It focuses
predominantly on maintaining a balance in load distribution, while also considering access
control policies.

The random placement strategy employs a uniform distribution function for allocating
tasks. Despite generating a balanced distribution, this approach still lacks deterministic
predictability. In contrast, the round-robin distribution adopts a more deterministic
approach by systematically allocating tasks among all processing nodes available in the
infrastructure, thereby assuring fair distribution. The effectiveness of these strategies can
be evaluated using the task allocation ratio. Both random placement and round-robin
strategies typically operate with an allocation ratio of 0.5-0.53%, suggesting each node
receives approximately 0.5-0.53% of the total tasks on average. On the other hand,
SHIELD prioritises the reduction of waiting times and failure rates over balanced task
distribution. The nodes chosen by SHIELD exhibit a higher allocation ratio, typically
between 2.47-2.76%. This implies that nodes selected in SHIELD are less likely to
miss deadlines, placing reliability over balancing task distribution. Despite this focus on
reliability, SHIELD also takes account of task distribution among high-performing nodes.
SHIELD increases the allocation ratio of reliable nodes but balances the load between

them based on the currently queued tasks, considering waiting time and b-score.

4.7.4 Evaluating the Influence of Dynamic k-value on Overall Execution
Time of Workflows

To analyse the behaviour of our framework for optimal resource utilisation and overall
execution times, I have used a softplus function for dynamically nominating & number of
resources that can be deployed for executing the selected task. The formula for determining
the k-value (represented in equation 4.18), is essential for the effective distribution of
resources. It dynamically adjusts resource allocation in response to the execution time
of tasks in our given system. For a scenario where task execution times are equal to or
less than 50s, the k-value remains constant. However, if the execution time surpasses

this 50s threshold, there is a gradual increment in the number of nodes designated for
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future resource allocation. This behaviour indicates a clear positive relationship between
the k-value and execution time. However, in practical scenarios, I observed that it is less
likely to have more than 20% of the nominees being considered for task allocation.

Our empirical analysis of the dynamic k-value also validates its efficiency. Tasks having
longer execution time such as model tuning may experience interruptions from repeated
recovery actions. As depicted in Figure 4.12 and 4.13, considering a larger group of nodes
within the secondary heuristic function is advantageous in such scenarios.

Interestingly, fewer nominees for global and prediction workflows can lead to improved
results (Parsl: 55.11s, OW: 62.71s and Parsl: 5.63s, OW: 31.03s respectively). This
outcome is obtained by maintaining a balance between exploration and exploitation in
the SHIELD heuristic approach. By applying a dynamic k-value, about 10% of nodes are
nominated to the secondary heuristic functions, leading to enhanced outcomes.

Using a dynamic k-value for adjusting the node count across heuristic functions not only
improves the optimisation process but also ensures efficient resource allocation. Providing
all resources to the next heuristic function for shorter workflows, such as global (Parsl:
55.97s, OW: 63.83s) and prediction (Parsl: 5.64s, OW: 31.58s), can lead to results that
are not optimal. This emphasises the significance of k-value in ensuring better system
performance, reducing an average of 0.86s on Parsl, 1.12s on OW and 0.01s on Parsl, 0.55s

on OW platform (for global and prediction workflows respectively).

4.7.5 Analysing Performance with different Data Distribution and Task
Load

All the previous experimentation in the chapter has been performed with uniform data
distribution. To evaluate the proposed framework for a different probability of task arrival,
I analysed the performance of SHIELD over Gaussian distribution of data, as shown in
Figure 4.16, 4.18, 4.20, 4.17, 4.19, and 4.21. I observed that on global workflow, the failure
rate increased to 6.20% and 9.40%, for Parsl and OpenWhisk, respectively. Similarly,
for local and prediction workflows, the failure rates also increased to 26.27%, 23.93%;
0.07%, 2.47%, respectively, on Parsl and OpenWhisk. I also noticed that the makespan
for both distributions was similar, with a slight variation of 1s-3s, on average. Gaussian
distribution is known to simulate a more realistic and varied workload scenario where
some nodes might be more heavily loaded than others. The experimental results show
that SHIELD still outperformed the other three strategies in successfully completing the
tasks. However, a slight increase in failure rate can be observed due to the changing load
pattern of the distribution, which can be more challenging than managing a consistent,
evenly spread-out load.

Moreover, as I increase the task load to 5x and 20x of the initial load, I observe a
notable trend in both Parsl and OpenWhisk platforms. In most cases, the makespan
marginally increases or remains stable, indicating robust handling of larger workloads by
SHIELD. The utilised locations also vary, reflecting adaptive resource allocation strategies

to accommodate the increased load. Interestingly, the failure rate increases (around 1-10%,
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Figure 4.16: Global workflow evaluation on Parsl platform (with Gaussian Distribution).
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Figure 4.17: Global workflow evaluation on OpenWhisk platform (with Gaussian
Distribution).
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Figure 4.18: Local workflow evaluation on Parsl platform (with Gaussian Distribution).

depending on the type of workflow) with a higher task load, suggesting a correlation
between increased workload and the likelihood of task failures. Detailed results about

task load can be seen in Table 4.5 shown below.

4.7.6 Analysing Performance in Heterogeneous Resource Environment

In order to analyse the performance in a heterogeneous resource environment, I evaluated
the SHIELD framework with two types of hardware resources (RPi and Jetson Nano).
I observed that SHIELD outperforms other approaches in utilising locations (4.42, 4.63)
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Figure 4.19: Local workflow evaluation on OpenWhisk platform (with Gaussian
Distribution).
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Figure 4.20: Prediction workflow evaluation on Parsl platform (with Gaussian
Distribution).
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Figure 4.21: Prediction workflow evaluation on OpenWhisk platform (with Gaussian

Distribution).

more effectively, achieving lower makespan (81.98s, 85.48s), and ensuring a lower failure
rate (9.73%, 8.75%) across both Parsl and OpenWhisk platforms, respectively. Figure 4.22,
4.24, 4.26, 4.23, 4.25, and 4.27 shows detailed results of workflows on Parsl and OpenWhisk

with heterogeneous resource nodes.

The experimentation demonstrates that Parsl is

a better choice for global and prediction workflows, as it offers faster task completion
(6.37s, 26.27s), and high reliability (2%, 1.6%). Its architecture and execution model are
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Platform Workflow | Requests Load | Makespan | Failure Rate | Utilised Locations
Parsl local 554 169.16 21.52 2.58
Parsl local 20x 170.39 26.16 2.45
Parsl global 5x 54.24 6.68 4.91
Parsl global 20x 54.90 6.87 4.65
Parsl prediction | 5x 5.44 0.01 2.26
Parsl prediction | 20x 5.44 0.07 2.32
OpenWhisk | local 5x 160.11 22.61 2.92
OpenWhisk | local 20x 159.57 23.05 2.84
OpenWhisk | global 55'¢ 63.71 10.88 4.68
OpenWhisk | global 20x 63.95 9.16 4.71
OpenWhisk | prediction | 5x 30.98 2.22 2.34
OpenWhisk | prediction | 20x 31.02 2.23 2.31

Table 4.5: Evaluating SHIELD framework with 5x and 20x task load.

well-suited for complex computations and scenarios where faster execution and success

rates are critical for performance. However, OpenWhisk offers better performance than

Parsl in the local workflow, where pre-allocating the resources before task execution can

significantly improve the makespan (22.14s), and reduce the failure rate (4.28%).
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Figure 4.22: Global workflow evaluation on Parsl with heterogeneous nodes.
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Figure 4.23: Global workflow evaluation on OpenWhisk having heterogeneous nodes.

Comparing the performance of SHIELD, when evaluated on a uniform mix of resources, 1

observed similar trends across all workflows, for both Parsl and OpenWhisk. The results




74 Chapter 4. Load Distribution in Edge Computing Environment

212.84 A2 3.6
200
9 181.35 3.4
a 322
< 150 s
=
% 30®
" o
9] o
3 .-
= 100 83
g 262
o
] 55.80
z 50 N 2.4
2,07 2.2
0 Secure_Random Secure_Round_Robin Secure_Least_Loaded SHIELD

7w Utilised Locations X Makespan NUNX  Failure Rate

Figure 4.24: Local workflow evaluation on Parsl platform having heterogeneous nodes.
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Figure 4.25: Local workflow evaluation on OpenWhisk with heterogeneous nodes.
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Figure 4.26: Prediction workflow evaluation on Parsl platform with heterogeneous nodes.

show that the resource utilisation in both scenarios is almost similar, whereas there is a
slight increase in makespan and failure rate when execution is performed in a heterogeneous
environment. This increase can be attributed to the overheads incurred from the serverless
architecture and GPU utilisation in the edge layer. In the serverless deployments, as
seen with both Parsl and OpenWhisk, there are significant initialisation overheads, more
dominantly seen in Jetson Nano, due to its complexity and higher memory requirements.
Moreover, Jetson Nano's do not have the advantage of spreading out initialisation costs
over longer periods, since functions are temporary, and do not run continuously. This

results in notable delays every time the node is reloaded, thus resulting in higher execution
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Figure 4.27: Prediction workflow evaluation on OpenWhisk having heterogeneous nodes.

costs during task execution. Furthermore, their performance is also affected by memory
hierarchy challenges, as frequent data transfers between different memory layers lead to
bottlenecks, particularly in devices that contain limited GPU memory, such as the Jetson

Nanos used in edge computing infrastructures.

4.8 Summary

This chapter [133] demonstrates a framework for managing computational tasks within a
rural edge infrastructure, establishing a balance between effective load distribution and
maintaining data privacy, security of end-users. A heuristic-based two-function algorithm
is used to assign tasks on private or shared resources, taking into account completion
time, waiting time, failure rate, additional time, overheads, and resource utilisation.
SHIELD (Secure Heuristic Integrated Environment for Load Distribution), utilises three
task scenarios: local model training, global model aggregation, and prediction model
for evaluation of the framework. Our results show that SHIELD not only provides an
improvement in completion time (makespan) and failure rate but also reduces the use of
risky nodes that have a high chance of failure. The designed framework can also be utilised
in other rural applications where load balancing and security are key performance factors.
However, another approach to enhance the performance of framework is to optimise the
ML and AI operations of IoT applications. The next chapter explores this aspect of

improving the ML execution and deployment for an agricultural based use case scenario.
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Chapter 5

Optimising AI Operations in
IoT-based Applications

5.1 Integrating ML with IoT

In recent years, the advancements in IoT have offered significant opportunities to achieve
Sustainable Development Goals (SDGs) by providing enhanced connectivity and real-time
data analysis across various sectors. By integrating sensors, actuators, and end-user
devices, IoT networks facilitate the collection of vast amounts of data and enable more
informed decision-making with optimised utilisation of resources [134]. Integrating ML
and Al models in IoT can provide a direction for significant advancement in the domain
of computational technology. These models have also seen exponential growth across
numerous real-world tasks such as image classification [114], object detection [135], and
video analysis [136] in the past few years. In order to achieve higher accuracy and
performance, researchers have focused on designing architectures that are both deeper
and broader, like VGG, Inception, ResNet, YOLO etc.

Deploying these complex, deep models on resource constrained nodes, such as mobile
robots, field side units, unmanned aerial vehicles, and end-user IoT devices, presents
significant challenges [137]. Performing convolution operations on these models demands
substantial computational power and energy. Additionally, the extensive number of
network parameters results in high storage requirements, causing further challenges in
resource limited environments [138]. If I consider InceptionV3 and VGG16 models as
an example; they have more than 138 million and 23 million parameters respectively.
Moreover, to process a single 224x224 image, these models require around 6 billion and
30 billion floating-point operations. In order to implement such large-scale deep learning
models on resource constrained infrastructures, it is imperative to tackle the issue of their

computational intensity and memory demands.

Numerous methods have been developed to handle the rising demand of memory
and resources by deep learning models. Model compression techniques like pruning,
quantization, and knowledge distillation are crucial for reducing the size and improving
the speed of these models. Pruning [139] involves removing unnecessary weights from a
neural network, effectively decreasing its complexity and size. Quantization [139] converts
parameter weight values from floating type to integer type, which decreases memory

usage and can speed up inference. Knowledge distillation [140] transfers the knowledge
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from a large, complex model to a smaller, faster one without significant loss in accuracy.
Additionally, creating compact neural architectures and optimising for specific hardware

are a few other strategies used to further accelerate the model performance.

after pruning

input layer

layer before pruning

.] trainable layers . freezed layers .] retained features E pruned features

Figure 5.1: An overview of our proposed methodology.

Optimising ML pipelines and system life cycles often presents significant challenges
and is a very complex task. Training larger neural networks with sparse activations
can enhance model scalability and performance. However, this approach may lead
to increased carbon emissions and energy utilisation due to higher demand of system
resources [141]. Offloading model training and inference tasks to data centres powered
by carbon-neutral energy sources offers a potential reduction in emissions but might
not be practical for all application use cases. This is because the development of
carbon-neutral infrastructure is often constrained by geographical and material availability
limitations [142]. Moreover, with the rising trend of on-device learning to enhance data
privacy, more computational tasks are being offloaded from centralised servers to low-level
edge and IoT devices [143, 144]. Therefore, there is a critical need for a sustainable training
and inference infrastructure that reduces resource utilisation — both in terms of memory

and computation — without compromising the accuracy and performance of the models.

In this chapter, I am evaluating two distinct methodologies that enhance the efficiency
of ML operations — (1) The first method aims to reduce the computational demands
associated with backpropagation by systematically freezing certain layers of the neural
network. Specifically, this involves fixing the parameters of selected layers to prevent
them from updating during training. The primary objective is to cut down on the
time required for both the current training session and any subsequent adjustments to
model in the future. (2) Another method focuses on refining the architecture of an ML
model by adjusting its parameter count. This strategy uses an automated process to
identify and prioritise the most significant parameters for a specific dataset on which it
is trained. Subsequently, parameters that are found less critical are eliminated from the

model through a pruning procedure. This approach enhances the overall efficiency of ML
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operations for both the training and inference phases, by reducing the model's complexity.
A brief overview of our proposed approach is shown in Figure 5.1. Implementing these
strategies results in an optimised configuration of models such that models require fewer
resources for training and inference thus reducing the energy, computation, and storage

requirements of the frameworks.

5.2 Agricultural Use-Case

I have considered an agricultural scenario for experimentation with our approach. Effective
weed management in precision agriculture is a critical task that can help farmers in
maximising crop yield, reducing cost, and minimising the use of herbicides in agricultural
fields. Al models trained on large datasets of agricultural imagery are capable of
distinguishing between crops and weeds with remarkable accuracy. These models are
deployed through advanced sensors and imaging technologies mounted on drones, robots,
agricultural machinery, scanning fields in real time to identify weed infestations. For
evaluation, I have utilised a weed identification task as the use case in this chapter. Two
ML models namely InceptionV3 and VGG16 have been used for training and inference

procedures with DeepWeeds dataset in the approach.

5.3 Proposed Methodology

This subchapter provides a detailed description about our approach for layer selection
and pruning. The first part describes the genetic algorithm based selection mechanism
for layers and the second part highlights the heatmap visualisation technique for channel

pruning.

5.3.1 Optimising Layer Selection with Genetic Algorithm

In optimisation, the solution encoding consists of a binary array that defines each layer's
selection during the training process. A genetic algorithm is used to manipulate this
encoding by modifying the array to discover an optimal mix of active and inactive layers
for enhancing model's performance. Selecting the optimal layers for training while keeping
the remaining layers frozen to preserve their weights during training, constitutes a complex
computational optimisation challenge. This task is crucial for improving the model's
functionality, especially considering the complexity and scale of neural networks which
make manual selection non-feasible. Therefore, sophisticated optimisation algorithms are
necessary to efficiently navigate through potential configurations and identify the most
effective ones for deployment.

Genetic algorithms are particularly suited for this task due to their good capability in
handling complex optimisation problems. Inspired by the genetic process of combining
attributes, these algorithms utilise mechanisms such as mutation, crossover, and selection

to refine solutions progressively. For the layer selection approach, GA enables a systematic
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exploration of layer combinations, identifying those layers that can significantly reduce the
computational demand and enhance the performance. I will first describe the formulation

using mathematical notations and then provide details about the selection mechanism.

Problem Formulation

I have formulated our selection approach as an optimisation problem to maximise the
accuracy of a neural network model by strategically selecting layers for training. This

selection process is controlled by binary decision variables for each layer, denoted as:

1, if layer i is selected for training,
0, otherwise layer ¢ is NOT trained.,
for i =1,...,n, where n is the total number of layers in the model.
The primary objective is to maximise the model's accuracy, which can be represented by

the objective function f(x) described as:

f(z) = model_accuracy (M (z)), (5.2)

where M (z) represents the neural network model, configured according to the trainable
status of each layer ¢, as determined by the binary decision variable x;. This function
directly maps the selection of trainable layers to the overall performance of our model.

The solution's feasibility is constrained by a limit on the total computational resources
allocated for training the selected layers. This constraint ensures that the sum of the
computational weights of the selected layers does not exceed a predefined limit L. It can

be specified as:

Z Wi * Ty S L, (5.3)
=1

where W; denotes the computational cost or weight associated with training layer i.

The aim of this formulation is to find an optimal set of layers (z;) that maximises the
neural network's accuracy within the given computational cost L. By identifying the ideal
set of layers which can be used to establish a balance between performance accuracy,
resource utilisation, and computational cost; we can design an approach that performs
the ML model training based on the execution requirements of end-user applications for

which the solution is begin designed.

Genetic Algorithm Based Selection

For the framework, the solution encoding is represented by a binary array which determines
the training status of each layer. A genetic algorithm modifies this array to find the
optimal configuration of layers to improve model performance. Figure 5.2 illustrates our
solution encoding mechanism and its manipulation by the genetic algorithm. The selection

algorithm chooses solutions in each iteration, followed by the crossover and mutation
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operations. Mutation involves flipping bits (‘0’ to ‘1’ or vice versa) by targeting specific
indices based on a random distribution. These operations are repeated multiple times to

generate new probable solutions.
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Figure 5.2: Solution encoding for layer selection.

Individuals with higher fitness are preferably selected through Binary Tournament
Selection mechanism, ensuring those more suited to the problem are more likely to
reproduce. A 90% chance of Single Point Crossover promotes genetic diversity by mixing
genes from pairs of parents, while a 20% Bit Flip Mutation rate introduces new genetic
variations to explore the solution space effectively. The algorithm runs until a specific
number of fitness evaluations are obtained, maintaining a constant population size. This
setup provides a balance between exploring new possibilities and exploiting already-known
good solutions, aiming for an efficient search of optimal solution within a limited number

of computational steps.

5.3.2 Efficient Feature Mapping for Pruning

Modern deep neural networks consist of various types of convolutional layers, and the
execution runtime during an inference phase is dominated by evaluation of those layers.
In order to speed up the inference process, our strategy involves pruning complete
feature maps by utilising the analytical capability of GradCAM and performing heatmap

visualisation to identify the impactful features.

Introduction to GradCAM

GradCAM - stands for Gradient-weighted Class Activation Mapping [145], is a technique
that can enhance the interpretability of convolutional neural networks (CNNs) by
analysing gradients in the final layer and quantifying the significance of each neuron in
the decision-making process. This technique visualises the importance of features using
heatmaps, where color intensity represents values between 0 and 1 to show the scale of
significance in the data. Figure 5.3 below shows a step-by-step visualisation of the active

areas in an image that was highlighted during the feature identification process.
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Figure 5.3: Visualisation of the data and its corresponding class activation heatmap for
identified labels.

The method is utilised to identify the crucial areas and bring out the relation between
model parameters and these identified regions. By highlighting the association between
parameters and weights with important features or regions, the technique can be used
for the interpretation of Al models as well as improving their performance. GradCAM
quantifies each weight's importance in values ranging between 0 to 1 and uses it to measure
the parameter's contribution in class identification decision. I have considered a threshold
variable for establishing the separation between the importance value of features and
executing the pruning process to eliminate less critical connections, thus optimising model

performance and efficiency.

To represent it mathematically, let us consider that C' is a set of all channels in the
convolutional neural network's target layer. I(c) is the importance score of channel ¢,
derived from the GradCAM heatmap values, where ¢ € C. Moreover, T is the threshold
value for pruning, a predetermined parameter that distinguishes between essential and

non-essential channels.

For a channel ¢ to be retained, its importance score must be greater than or equal to the

threshold otherwise the channel is pruned, such that:

yes, I(c)>T
no, I(c)<T

retainCh(c) = (5.4)

The aim is to identify the optimal value of retainCh(c) such that majority of the necessary
features are retained whereas all the other features that do not significantly contribute to
the decision making process are pruned. By optimally selecting limited number of features,
we plan to reduce the overall size of ML model and retain all the necessary features which

contributes in the delivery of output decision obtained during model inference process.
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Pruning Workflow

I have designed the Algorithm 5.1 that shows the step-by-step approach of our pruning
workflow. The process begins with the identification and extraction of the target CNN
layer from the neural network model. Following this, the weights of the designated layer
are extracted before further analysis and manipulation are performed. Next, the channel
importance is calculated by summing up heatmap values per channel, indicating their
contribution to the model's output and assistance in pruning decisions.

The selection of channels to be retained is based on a pre-specified importance threshold
value. Channels with cumulative heatmap values surpassing this threshold are selected
for retention, while those with values below it are considered for removal. This process
ensures the retention of only those channels that significantly contribute to the network's
effectiveness. The pruning phase involves the targeted deletion of weights and biases
associated with channels that are deemed non-essential (below the threshold). This
crucial step aims to decrease the model's computational demands while preserving its
true predictive characteristics.

Following the pruning process, a new CNN layer is created. This layer mirrors the original
layer in terms of its architectural parameters (e.g., kernel size, strides, padding, activation
function) but differs in the number of filters, which are adjusted to match the count
of channels retained. The pruned weights and biases are then allocated to the newly
instantiated CNN layer, ensuring that the layer is properly equipped to perform its function
within the network. The final step replaces the original convolutional layer with its pruned

version, ensuring the model's integrity and connectivity.

Algorithm 5.1 Channel Pruning using Heatmaps

Input: model, layerName, impThresh
Output: prunedModel
targetLayer < GETLAYER(model, layerName)
w, b + GETWEIGHTS(targetLayer)
1mp 4 empty map
for each ch in targetLayer do

imp[ch] < Sum(heatmap[ch])
end for
retainCh < empty list
for each ch, i in imp do

if i > impThresh then

APPEND(retainCh, ch)

end if
: end for
. pruned W, prunedB < PRUNEWB(w, b, retainCh)
: newLayer < CREATELAYER(len(retainCh), targetLayer.kSize, targetLayer.stride,

targetLayer.pad, targetLayer.act)

17: SETWEIGHTS(newLayer, prunedW, prunedB)
18: model <— REPLACELAYER(model, layerName, newLayer)
19: return model

T e S e S e G et
A > el
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5.4 Experimental Design and Setup

The subchapter describes the experimental tools and detailed configurations that have

been utilised for evaluation of our approach.

5.4.1 Dataset and Hardware Configuration

For both layer selection and pruning, I have used TensorFlow to build and modify
state-of-the-art models including VGG16 and InceptionV3. I have also used JMetalPy! for
genetic algorithm operations in layer selection. For pruning, I leveraged TensorFlow? and
Keras built-in capabilities to implement a GradCAM solution. The heatmap generation in
the approach uses TensorFlow's Keras API?, where a function builds a model to observe
a specific convolutional layer's output and model's predictions for an image array. This
process generates heatmap values highlighting key image regions influencing the model's
decisions, showcasing API's ability to analyse and interpret model behavior.

I performed our AI operations on a virtual instance of dual-core Intel(R) Xeon(R) CPU
at 2.00GHz, 12 GB of RAM, and an NVIDIA Tesla T4 GPU with 16 GB of memory. The
system has 79GB of total storage, with 27GB used and 52GB available. Datasets were
pre-loaded from Google Drive as virtual instances to minimise data transfer overhead and
optimise the performance.

Our agricultural use-case considers collecting data from IoT devices at the network's edge,
processing it on a FSU, using the DeepWeeds [32] image classification plant-based dataset.
The DeepWeeds dataset is the first large, public dataset for Australian range-land weeds,
having 17,509 images of eight common species of weeds from eight regions spread across
northern Australia. This dataset is designed to support the development of classification
methods, enabling the use of robotic weed control in challenging environments and
highlighting the role of machine learning in improving weed management and agricultural
tasks.

5.4.2 Estimation of Power Consumption

To estimate the power consumption of Nvidia T4 GPU, based on its running time, I have
used the following approach:

Let Pjyqq be the power consumption in watts when the resource node (GPU) is running
and let Tj,qq be the total time for which our node is executing the tasks.

Given that Pj,,q = 74 watts. The total power consumption (Piyq) in watt-hours (Wh)

can be calculated as follows:
Ptotal == (Boad X ,—Tload) (55)

"https://github.com/jMetal /jMetalPy
Zhttps:/ /www.tensorflow.org
3https://www.tensorflow.org/guide/keras
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Similarly, in kilowatt-hours (kWh), the power can be calculated as:
Ptotal = (Pload X CTload) /1000 (56)

This model allows us to estimate the T4 GPU's power consumption over the duration for
which GPU was consuming power and executing the ML /AT tasks utilised for evaluation

in our experimentation.

5.4.3 Experimental Configuration

This subchapter describes the configuration details for performing the layer selection and

feature pruning mechanism in this work.

Layer Selection Setup

The first part of our configuration focuses on setting up the layer selection mechanism for
the approach. The steps are as follows:

Data Splitting: The dataset is divided into three segments: 60% for training, 20% for
validation, and 20% for testing. This division is used to ensure effective model training,
fine-tuning, and performance assessment of our approach.

Data Preparation: The process begins with resizing images to standardised input
dimensions, followed by data augmentation techniques such as flipping and rotating.
Additionally, these images are normalised by converting pixel values from integers to floats
and scaling them to the range of [0, 1] and then batched for efficient processing during the
training process.

Model Customisation: This phase involves updating pre-trained models, specifically
InceptionV3 and VGG16, which were initially trained with the ImageNet dataset. The
models are customised for DeepWeeds dataset by appending new layers and freezing the
original layers to preserve learned/retained features. This customisation aims to leverage
the pre-existing knowledge of the models while making them relevant for the new tasks.
During this process, accuracy metrics are tracked to evaluate the objective function's
performance.

Training Setup: The models are trained with hyperparameters including 10 epochs and
batch sizes of 20. Additionally, the 0/1 knapsack algorithm is utilised to fine-tune the
non-trainable (frozen) layers of the model, enhancing its customisation and improving
performance on the new dataset.

Genetic Algorithm Based Selection: A similar model undergoes brief training to learn the
changes and improve model adaptability. The generated models are then evaluated with
a focus on accuracy and other key performance metrics. The obtained results are used
for further genetic algorithm driven refinements, continuously improving model outcomes.
The genetic algorithm population considered in our experimentation is 10.

Evaluation and Analysis: After training, the models are evaluated on the test dataset

to determine their generalisation capabilities. This evaluation helps in assessing the
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effectiveness of the training and the customisation process. The performance metrics,
specifically training, validation accuracy and loss, are plotted over the epochs to analyse
the model's learning behavior and fit to the data, providing insights into their strengths

and remaining challenges.

Feature Map Pruning Setup

The second part of our approach is designed to use a heatmap visualisation mechanism
for feature pruning. The steps are as follows:

Data Preparation: The process begins by dividing the complete dataset into two separate
parts (referred to as Dataset A and Dataset B) to simplify the training and evaluation
process.

Initial Training: During this phase, the Dataset A is utilised as a base for the model's
initial training process. This phase establishes the benchmark for the model's performance
and provides insights about its learning capabilities.

Pruning Phase: Following the initial training, the model undergoes a pruning process
using the following methodology — I selectively removed some of the model components,
such as weights, biases, or neurons, that have minimal impact on the output. The aim is
to simplify the model's structure and enhance its operational efficiency. I have used the
approach outlined in subchapter 5.3.2 to selectively remove the model components and
reduce its size.

Fine-Tuning with Dataset B: After pruning, Dataset B is used to fine-tune the selected
model. This phase aims to perform minor adjustments to our model's parameters to
refine its performance, focusing on recovering or improving aspects, generalisations that
potentially got diminished or removed during our earlier pruning phase.

I have used both Dataset A and B as training sets within this experimental approach.
The only key difference is in their usage such that Dataset A is allocated for initial model
training whereas Dataset B is designated for post-pruning fine-tuning.

Evaluation and Analysis: The final step involves an evaluation of the model after its
fine-tuning. This analysis focuses on various performance metrics such as execution time
and accuracy, to verify the rate of improvements I was able to achieve during the pruning

and fine-tuning phases.

5.5 Results and Evaluation

This subchapter highlights the experimental results and their findings after evaluating
the proposed approach. Figure 5.4 compares the training times (in seconds) for one
epoch of the InceptionV3 and VGG16 models across different percentages of trainable
layers, ranging from 10% to 100% of the total layers in each model. The training time
increases for both models as the percentage of trainable layers increases, which is expected
since more parameters require more computational effort to update the model. Moreover,

VGG16 has consistently higher training time across all percentages of trainable layers
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than InceptionV3. This can be attributed to the architectural complexities and the overall
number of parameters in VGG16, which is known for its simplicity in structure but high

computational cost due to the depth and size of its fully connected layers.
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Figure 5.4: Total execution time with different percentages of trainable layers.

The Table 5.1 below summarises the power consumption, measured in watts, of two deep
learning models (per epoch) during the training sessions with different percentages of
their layers trainable. Specifically, the table reports measurements for three scenarios:
when 10%, 50%, and 100% of the layers are trainable. For both the models, the power

consumption increase as the percentage of frozen layers decreases.

Trainable (%) | InceptionV3 | VGG16
0.1 11.61 18.13
0.5 19.11 28.68
1.0 33.50 48.48

Table 5.1: Power consumption (watts) of models during training (one epoch) with different
percentages of layers trainable.

This progressive increase in power can be attributed to the computational demand
associated with updating a greater number of parameters. With more layers participating
in the training process, the models require more computational resources, leading to
higher energy usage. The comparison between InceptionV3 and VGG16 also reveals the
inherent differences in their architectural efficiency. InceptionV3 consistently requires less
power than VGG16 across all scenarios, indicating it is a more energy-efficient model for
training tasks. This can also be due to its more optimised architecture, which might
involve fewer parameters or more efficient operations compared to the deeper and more
parameter-intensive architecture of VGG16.

The Figure 5.5 outlines the validation accuracies of two distinct convolutional neural
network models considered for optimisation in this work. I performed the model training
utilising the layer selection mechanism described above in previous subchapters. The
accuracies are measured across a span of 10 epochs, providing insight into the learning

efficiency and performance of each model over time. InceptionV3 demonstrates a starting
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Figure 5.5: Accuracy benchmarks on DeepWeeds dataset for model training.

accuracy of 75.81% at epoch 1, which exhibits a generally upward trend, peaking at 88.32%.
The overall trend indicates improvement in model performance with continued training
and shows the strong ability of InceptionV3 to generalise from training data to unseen
validation data. On the other hand, VGG16 starts with a bit lower accuracy of 65.33% at
epoch 1 and follows an upward trend by peaking at 82.67%. The observed differences in
accuracies between InceptionV3 and VGG16 can be attributed to factors inherent to their
architectures and complexity of the task. InceptionV3 consists of an inception module,
which is designed to efficiently manage computational resources while capturing complex
features at various scales. This design contributes to its higher accuracy and ability to
better generalise during the validation phase. VGG16, characterised by its simplicity
and depth with repetitive convolutional blocks, demonstrates a considerable capacity for
feature extraction. However, its architecture sometimes has a higher susceptibility to
overfitting and requires more data or regularisation to achieve optimal generalisation,

which explains its lower performance compared to InceptionV3 in this scenario.
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Figure 5.6: Change in model accuracy with features retained above the threshold.

The proposed heatmap based pruning approach is also evaluated on two available CNN
models — VGG16 and InceptionV3. Figure 5.6 shows that across both the models, there

is a general trend where accuracy increases when a higher percentage of features are
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retained. This pattern is observed as retaining more features likely preserves more relevant
information necessary for accurate predictions. Models with deeper or more complex
architectures, like the VGG, show a more significant impact from feature pruning, requiring
a higher percentage of features to be retained for optimal accuracy. InceptionV3’s design,
incorporating modules with parallel convolutions of different kernel sizes, allows it to
capture information at various scales effectively thus ensuring high accuracies across all

percentages.
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Figure 5.7: Effect on model training time with features retained above the threshold.

The pruning process aims to reduce the computational complexity of the models by
selectively removing less important channels based on their contributions, as determined
by heatmaps in this work. This selective reduction can significantly affect the training
time of the models, as observed in Figure 5.7. The VGG16 model shows an increasing
trend in training time as the percentage of features retained increases. Over the range of
feature percentages, the training time increases from 163 minutes to 271 minutes gradually.
The significant reduction in training time indicates that the pruning process effectively
removes redundant or less important features without compromising the model's predictive
power significantly. For the InceptionV3 model, the training time initially decreases when
the percentage of retained features goes from 10% to 50%; and then increases slightly
when feature retension percentage is increased to 100%. This suggests that InceptionV3
may achieve optimal performance with a moderate level of feature retention, where the
balance between model complexity and computational load is ideal. Beyond this point,
the slight increase in training time as more features are retained could be due to the added
computational burden outweighing the benefits of additional features.

The size of a model is directly related to its complexity and the amount of information it
can process and store, as shown in Figure 5.8. The increase in model size with an increase
in the percentage of features retained indicates a nearly linear relationship between the
two factors. More features mean more channels in the convolutional layers, which in turn
increases the number of weights and biases that need to be stored, thereby increasing the
model size. The InceptionV3 model shows a more complex pattern. The size increases
from 174.405 MBs at 10% feature retention to 217.229 MBs at 100% feature retention. It
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Figure 5.8: Change in model size with features retained above the threshold.

is observed that the increase in size is not as linear as with VGG16, especially in the higher
percentages of feature retention. The larger initial size of InceptionV3 compared to VGG16
at lower feature retention levels suggests that even with fewer features, InceptionV3’s
complex architecture requires more parameters to be stored. This complexity contributes

to the overall increase in model size as more number of features are retained.

Features (%) | InceptionV3 | VGG16
0.1 164.03 219.53
0.5 194.86 238.03
1.0 224.46 334.23

Table 5.2: Power consumption (watts) of models after pruning with different percentages
of retained features.

The given Table 5.2 illustrates the effect of pruning process on power consumption of both
the models at specific levels (10%, 50%, and 100%) of retained features. For both models,
the power consumption increases as the percentage of retained features increases. The data
indicates that VGG16 generally consumes more power than InceptionV3 across the same
levels of feature retention, suggesting that VGG16’s architecture may be inherently more
power-intensive or less efficient at these high levels of feature reduction. Additionally, the
increasing trend in power consumption with higher feature retention percentages highlights
the relationship between model complexity and power needs. This suggests that even slight
increases in retained features can significantly impact power consumption, likely due to the
increased computational workload associated with processing a higher number of features.
Analysing the process of structured training and fine-tuning process, which involves initial
training with Dataset A, followed by model pruning and subsequent fine-tuning with
Dataset B, provides a comprehensive understanding of the approach and its implications
on the model performance. This approach utilises the distinct characteristics of two
datasets to enhance model performance progressively. The initial training on Dataset A
establishes a foundation, allowing the model to learn general features and patterns. The

pruning process then refines the model by eliminating less significant features, reducing
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complexity and computational demand. Finally, fine-tuning with Dataset B adjusts the
model to perform well in specific, possibly more challenging, real-world scenarios. This
method highlights the adaptability of the models to new information and their capacity
for incremental learning. The maximum accuracy achieved after re-training by VGG16
and InceptionV3 models is 86.8% and 93.1% respectively. Comparing these results
with the accuracies recorded after the pruning process, both models exhibit significant
improvements in accuracy after fine-tuning. The VGG16 model observed an average of
6.3% improvement over the initial results whereas InceptionV3 achieved improvements of

4.3%.

5.6 Analysis of Results

The experimental results highlight the differences in performance dynamics of VGG16
and InceptionV3 models under varying configurations of trainable layers, with particular
emphasis on training time, power consumption, and accuracy benchmarks. I observed
that VGG16 has longer training times and higher power consumption across all degrees
of trainable layers. On the other hand, the InceptionV3 has higher accuracy and model
size over the different percentages of retained features. The InceptionV3 model performs
about 32.63% better than the VGG16 model in terms of execution time with different
values of trainable layers. The average accuracy of InceptionV3 model is around 6%-7%
higher than VGG16 across the variable degree of retained features in our approach. As
the percentage of retained features decreased, the model size for InceptionV3 and VGG16
decreased by 20.27% and 37.5% when the ratio of features was reduced from 100% to 10%.
Moreover, I also observed that the average power consumption of InceptionV3 model is
26.33% more efficient than the VGG16 model. The VGG16 model showed a 66.26%
decrease in training time when the number of features are reduced to 10%. In contrast,
the InceptionV3 model exhibits a 27.27% decrease over the same measure. The results
also show that the InceptionV3 model is approximately 18.90% more efficient in training
time compared to the VGG16 model. Comparing these two architectures highlights that
the model structure, number of features, and trainable layers are some of the critical
parameters that directly affect the performance of AI models and can be a deciding factor
for the efficient implementation of ML optimisation approaches on limited resource nodes.
Moreover, based on the time, accuracy, and space requirements of limited resource nodes;
a decision can be made using our approach to select the optimal values of parameters that
will generate the best possible results for the end-users and applications for which the ML

models are designed.

5.7 Aspects for Further Optimisation

I observed that our proposed approach achieves desirable results in reducing the training

time and model size, however, in order to contribute towards more sustainable practices
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for IoT applications, it does present certain limitations that can provide options for future
exploration and optimisation.

Our current approach for layer selection is managed as a single-objective optimisation
problem, where the number of layers are predetermined by the user. For improvement, I
can consider the number of layers as an additional objective function along with model
accuracy, using a multi-objective optimisation method. This will allow for a balanced
trade-off between maximising accuracy and minimising the number of layers, addressing
this problem as a connected optimisation challenge.

Moreover, our pruning approach is currently considered as a constraint satisfaction
problem with an aim to meet specific conditions defined by a predetermined threshold. For
improvements, I can consider the pruning approach as an optimisation challenge, rather
than simply satisfying the set constraints. This adjustment can decrease the variability
and transform the pruning threshold value into an adjustable variable. Objective functions
can then be used to evaluate the most effective areas for pruning, identifying the optimal
threshold that aligns best with a particular model and dataset. Furthermore, these
objective functions can prioritise two main factors — accuracy and inference time, as
both of these are important for developing an efficient model suitable for real-world IoT
applications.

From our experiments, I also observed that each neural network has distinct characteristics
that can significantly influence the model optimisation framework. These characteristics
include layer size, total number of parameters, model branching (which allows for the
concurrent execution of two or more layers), and the parameter count within individual
layers. I can explore the possibility of establishing a method that examines these specific
aspects of each network to support ongoing testing and improvements. By understanding
and addressing these elements, I aim to restructure models to promote energy-efficient
and sustainable machine learning operations, thereby improving the performance of ML

based tasks in IoT infrastructures.

5.8 Summary

The chapter introduces a sustainable optimisation approach for enhancing the efficiency of
ML tasks in the IoT based infrastructures. Our approach leverages the ability of genetic
algorithm for layer selection and heatmap visualisation technique for pruning mechanism.
Through systematic experimentation with VGG16 and InceptionV3 models using the
DeepWeeds dataset, I have demonstrated that our proposed methodology significantly
reduces model size and training time, without compromising on accuracy. Experimental
results show that the strategy of selectively freezing neural network layers and pruning
less significant parameters addresses the critical challenge of limited-resource constraints
of IoT devices. The approach also highlights the potential procedure for deployment
of MLL and AI capabilities in environments where computational, storage, and energy

resources are in limited capacity. The work can be extended to other Al models and
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different real-world IoT applications to understand domain-specific challenges and adjust
the approach accordingly. However, this approach considers that the training, evaluation
data, and ML models are available in IoT applications all the time. In a real-world
scenarios, it is highly possible that there can be a form of node crash or failure which will
limit the availability of data in IoT applications. Therefore, the next chapter explores the
data management of applications by ensuring proper access, distribution, and availability

of data in case any unexpected failure occurs.
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Chapter 6

Data Management in Edge-Cloud

Environment

This chapter explores the aspect of data management in IoT applications that utilise
serverless edge-cloud environments. As the available data is prone to failure and loss due
to system crash or any node fault; reliable storage, access, and retrieval of data is a critical

factor for ensuring high performance of the system.

6.1 Data Management in IoT

The rise of IoT represents one of the most significant technological transformations in the
modern era. As a network of interconnected devices, IoT integrates physical objects with
embedded sensors, software, and other tools to collect and exchange data, facilitating a
new level of automation and integration in everyday systems. This evolution has been
adopted in almost every sector, from healthcare and agriculture to manufacturing and
urban development, providing its services [146]. This adoption of IoT across diverse
applications can be attributed to its ability to enhance data communication, streamline
processes, and improve the efficiency and accuracy of data-driven decisions.

However, the rapid expansion of IoT also brings an enormous amount of data with itself.
Each device connected to the IoT network generates a continuous stream of information.
This large amount of data presents not only opportunities but also significant challenges
in terms of storage, management, and analysis. Cloud computing, edge computing,
and advancements in Al are increasingly crucial for managing big data, ensuring that
the information is processed and utilised efficiently. Utilising the serverless approach of
computation with the IoT and ML is a popular option to handle data and execute tasks
in modern computing infrastructures. I can utilise its strengths, creating a scenario that
enhances efficiency, scalability, and cost-effectiveness in handling large amounts of data
and complex computations, particularly within edge-cloud environments [147].

Serverless computing is a paradigm in which the allocation of resources is managed by
service providers without the need for users to configure underlying servers. It offers
several distinct characteristics that can be beneficial in ML-based IoT applications [20].
Firstly, it can provide automatic scaling of the infrastructure. IoT applications can have
variable workloads depending on the traffic, and serverless platforms can dynamically
adjust computing resources to meet the fluctuating demands of millions of connected

IoT devices. Another key benefit of serverless computing is its event-driven nature.
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IoT devices can generate events in real time, from sensor data indicating a change in
environmental conditions to alerts triggered by user interactions. Serverless architectures
are designed to respond to such events instantaneously, initiating specific functions or
computations without any delay. This is highly effective in edge-cloud environments, where
latency-sensitive applications require faster decision-making close to the data source. Cost
efficiency is another significant advantage of serverless platforms. It allows organisations to
only pay for the computation time they consume, with no cost associated with idle server
capacity. This can lead to substantial cost reductions in large-scale deployments of IoT
networks, where devices and end-users have to execute jobs at unspecified intervals. [33]

IoT data management for ML-based tasks deployed on serverless platforms has many
challenges related to storage and resilient execution that need serious consideration.
The following subchapters describe in detail the data handling mechanisms associated
with serverless platforms and ML operations on edge-cloud frameworks. 1 explore the
implications of data loss during task execution and data storage phase. An efficient and
optimised approach for data and model management is proposed in this chapter to address

these challenges.
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Figure 6.1: An architecture for data handling in serverless platforms.

6.2 Data Handling in Serverless Environment

Serverless computing involves executing functions in a stateless manner, which complicates
data management. Figure 6.1 illustrates the two main types of data handling in a serverless

environment. The approaches are as follows:
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6.2.1 Direct Data Transfer

This method involves directly transferring data between functions, where the serverless
platform actively manages data duplication. If one function generates data as its output,
and this output is forwarded to multiple subsequent functions, the serverless platform will
handle the replication of this output data to each recipient function. This approach ensures
that each function receives the data it requires to operate. However, such duplication can
impose an additional load on the serverless platform, potentially increasing the time it
takes for data to be transferred from one function to another as the platform manages
the copying process. Moreover, this approach introduces the issue of data volatility. Data
is streamed through input-output buffers and network channels, making it susceptible to
loss in case there is an issue with the server or there are any disruptions in the network.
Therefore, while direct data transfer can be efficient, it also has significant risks due to

the volatile nature of data handling.

6.2.2 Use of Intermediate Storage

This approach involves storing data in an intermediate system such as a broker or file
system, which acts as a central repository. Functions pass references to the data, rather
than the data itself, minimising direct data transfer. The intermediate storage system
manages access and replication among functions. However, challenges arise related to the
physical locations of function execution and data storage. For instance, if functions are
executed on servers in Europe but the data is stored in India, significant delays can occur
due to the time required to transfer data across these distances. This latency issue, arising
from geographical disparities between servers and storage, can impact performance due
to extended upload and download times, and poses a challenge in maintaining efficient

connectivity and replication.

6.3 Methods for Ensuring Data Availability

For IoT applications, the traditional data availability techniques focus on ensuring that
data is always accessible for processing and analysis while maintaining integrity and
performance. These techniques can be broadly categorised into three categories, such
that each of them handles availability in a different manner.

Data replication involves creating multiple copies of data across different nodes or
locations to ensure high availability and fault tolerance. This approach is particularly
advantageous for IoT environments where device or connection failures are common. By
replicating data, systems can ensure that even if one node fails, others can take over
without data loss or service interruption. However, replication increases the space cost
significantly as multiple copies of data need to be maintained. The execution cost can vary
as read operations are generally faster due to multiple data points but write operations

become more costly and complex for ensuring integrity across all copies.
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Data partitioning distributes different parts of a dataset across various database systems
or storage locations. This technique is often used in big data scenarios where handling
large datasets as a single unit is inefficient. By partitioning data, tasks can be executed
in parallel, significantly improving performance and reducing execution time. However,
the space cost does not necessarily increase unless redundancy is also introduced as part
of the partitioning strategy. In this approach, the main execution cost is for handling the
complexity of managing data integrity and consistency across partitions, which can be a
significant overhead for many Al tasks.

Data compression reduces the size of the data through various algorithms, which is
crucial when dealing with the large volumes of data generated in ML and big data tasks.
Compressed data requires less storage space, effectively reducing space costs. It also
potentially lowers data transfer times, which is useful in distributed systems designed for
scalable IoT environments. However, the execution cost mainly includes the computational
overhead required to compress and decompress data, which can be very high, especially

with complex algorithms utilised in current IoT systems.

6.4 Challenges with Data Handling

Serverless frameworks when handling big-data and ML applications, encounter significant
challenges related to data management and locality. A detailed description of these
challenges is as follows:

Data storage and transfer: In ML, data is often stored for further training which
requires a substantial amount of storage capacity. Transferring this data across different
locations, such as from edge devices to cloud servers or between storage servers, can be an
issue because of its size. This can significantly slow down the transfer process and increase
communication costs. [20]

Resilience mechanisms: To address issues of data integrity and availability, resilience
mechanisms such as erasure coding can be used [148]. Erasure coding helps ensure data
durability and recoverability by utilising data fragments that can reconstruct the original
data in case of partial loss. However, this technique introduces extra latency in data
operations, as it requires additional time to generate and manage the encoded fragments.
Data locality and recovery: Optimising data locality (placing data close to the
computation source) can enhance data access speeds and reduce latency, which is crucial
for efficient processing and analysis in ML tasks. In scenarios where data is damaged or
lost, having multiple copies or encoded fragments distributed across different locations
enables effective data recovery. The process of encoding/decoding these fragments can
protect data but also introduces additional delays and computational overhead.
Efficiency in data handling: Another challenge is to design an infrastructure that
not only manages a large amount of data but also prepares it efficiently for immediate
execution in ML operations. This requires new approaches that minimise data size and

ensure availability for analysis, thereby reducing the time and resources needed for data
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preparation.

6.5 Challenges in Deploying ML Workflow on Serverless

Platforms

The implementation of ML tasks on serverless environments encounters data management

challenges that can be mainly classified into two categories:

1. Data Management: It includes the steps associated with collection, preparation,
and processing of datasets. A crucial aspect is to consider data availability and its
distribution across various locations to facilitate access. Effective data management
allows data to be strategically distributed, thereby enhancing both availability and
reliability.

2. Model Management: This involves the iterative fine-tuning and periodic updates
of ML models at edge of the network. Model management requires reducing the size
of dynamically changing elements (such as parameters) and ensuring the availability
of replicas to maintain data consistency. Considering that a model size can vary
from small to extremely large, it is essential to design strategic ways to manage

these variations effectively.

The integration of serverless architectures with ML frameworks necessitates new
approaches for the management of data and models. Such approaches can ensure that
despite the stateless nature of serverless platforms, essential data can still remain accessible
and recoverable during ML operations, enabling a seamless and efficient approach for task

execution.

6.6 Proposed Approach for Data Handling

This subchapter describes the proposed method to address challenges in data storage and
processing within the context of ML and edge-cloud environments. The following aspects
are considered in this chapter:

Data reduction: The approach begins by minimising the volume of data at the edge of
the network, preparing it for subsequent processing. This reduction is aimed at optimising
storage and processing efficiencies before the data is transferred to servers.
Standardised data format: Data is standardised into a format that is compatible with
cloud-based machine learning operations. This standardisation is part of the preprocessing
stage and improves the efficiency of subsequent processing steps.

Data compression and replication: To effectively manage data without excessively
increasing storage requirements, the approach includes compressing the data before
replication. This ensures that, even with the redundancy techniques in erasure coding,

the data footprint is limited and controlled.
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Data recovery and decompression: In case of any issues, the compressed data
can be recovered and decompressed. The restored data can retain its pre-processed

format, facilitating efficient transmission over networks without significant bandwidth

consumption.
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Figure 6.2: Proposed workflows for data handling.

A depiction of our data handling approach is shown in Figure 6.2. Our methods
for optimising data management in serverless environments focus on balancing storage
efficiency with network and processing demands. It enhances efficiency by storing the
static structure of ML model separately from their dynamic parameters. A single instance
of the model's static structure is maintained, and Marita coding is applied to the frequently
updated parameters. This approach minimises redundancy and storage requirements,

ensuring reliable protection of dynamic data elements against data loss.

6.7 Workflow for Data Handling

This subchapter describes the workflow that is utilised in preparing the data used for

training and inference in ML models. The steps are as follows:

1. Preprocessing: The raw data undergoes preprocessing to optimise its utility for
ML models. This step involves cleansing, normalising, and transforming the data,
thereby enhancing processing speed, reducing its size, and preparing it for effective

training sessions.

2. Compression: After preprocessing, the data is compressed using the Brotli
algorithm. This process reduces the data size further, facilitating a more efficient

storage and transmission.

3. Erasure Coding: Once the data is compressed, it is encoded using Reed-Solomon

(RS) coding scheme [148]. This erasure coding technique introduces redundancy,
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thus enhancing data resilience by enabling recovery in cases of corruption, damage,

or connectivity issues.

4. Storage: The prepared data is then stored. At this stage, it has been preprocessed,
compressed, and protected against potential data loss, making it ready for retrieval

and use in our IoT application.
5. Data Recovery and Decompression:

(a) Integrity Check: Upon retrieval, the integrity of the compressed data is first

checked to ensure it has not been damaged or tampered with.

(b) Decoding: If any corruption is detected, RS decoding is used to reconstruct the

original data from the encoded fragments.

(¢) Decompression: Once the data is confirmed to be intact or successfully
recovered, it is decompressed and restored to a state which is suitable for ML

training sessions.

6.8 Workflow for Model Storage

This subchapter describes the workflow for storing and managing the versions of ML

models, as the architecture of the considered model is fixed. The steps are as follows:

1. Parameter Extraction: Initially the parameters or weights of the model which
encapsulate the learned information are extracted. This step is crucial as these

parameters need to be preserved properly for model execution.

2. RS Encoding: Once the parameters are extracted, they are immediately encoded
using the RS coding scheme. This process distributes the parameter data and adds
redundancy, ensuring that in the event of data corruption or loss, recovery can be

efficiently achieved.

3. Storage and Distribution: The encoded parameters are then stored and
distributed across multiple storage locations to further protect against data loss

and enhance its accessibility.
4. Recovery Process:

(a) Damage Check: Upon retrieval, a check is performed to determine if the

parameter data is damaged or corrupted.

(b) RS Decoding: If damage is detected, the RS decoding process is initiated to
recover the corrupted parameters. This step is critical for restoring the data to
its original state.

(c) Model Integration: After decoding, the recovered parameters are re-integrated
with the model. This process involves importing parameters back into the

model's architecture and preparing it for further usage or continued training.
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Figure 6.3: Encoding time for different RS configurations.
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Figure 6.4: Decoding time for different RS configurations.

The Figure 6.3 and 6.4 show the performance of various versions of RS scheme without
any compression or optimisation. It depicts the relation between the original data size (in
MBs) and the encoding, decoding time (in seconds) for different configurations. I have
considered three different configurations for analysis: RS(10,2), RS(10,4), and RS(10,6),
where the numbers indicate the code parameters, with the first number representing the
total symbols and the second the parity symbols. As the data size increases, both the
encoding and decoding time for all configurations increases, which is expected since larger

data volumes require more computational effort to encode or decode.

RS(10,2) shows the shortest encoding and decoding times across all data sizes. This
configuration has the least number of parity symbols, resulting in less redundancy and
hence faster encoding and decoding. On the other hand, RS(10,6) has the longest encoding
and decoding times among the configurations suggesting the impact of parity symbols on
additional computational overhead in the system. The second part of Figure 6.3 also
shows the decoding time of scenarios where one data fragment is corrupted. It can be
seen that for all configurations, the decoding times increase significantly when a fragment

is corrupted.
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6.9 Experimentation and Results

In order to evaluate the proposed approach, I have performed our experiment on an
Intel Xeon CPU@2.30 GHz, supported by 13 GBs of RAM, providing a suitable platform
for performing data processing tasks. I have used the Multitype Cloud Storage Dataset
(MCSD-100) dataset for evaluating the performance of storage systems [149]. It has
been specifically designed to assess the system's erasure coding policy and its ability
to effectively handle data fragmentation. I utilised MCSD-100 due to its comprehensive
capability in handling and testing storage aspects of the data, making it highly relevant

for practical assessments.
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Figure 6.5: Encoding, Decoding, and Preprocessing time.

The box plots provided in Figure 6.5 represent the distribution of preprocessing, encoding,
and decoding times for our proposed data storage approach. I observed that the median
encoding time for the approach is lower than that for decoding, suggesting that the
proposed approach is optimised for faster encoding. Moreover, the smaller inter-quartile
range compared to preprocessing indicates a more consistent performance during the
encoding process. The results show that our approach showed an average improvement of
96.79%, 97.67%, and 98.72% over the standard RS(10,2), RS(10,4), and RS(10,6) schemes
respectively. I also noticed that the execution time for decoding is higher in comparison
to encoding times, This is typical in systems where more computational effort is required
to reconstruct data from encoded formats. The decoding times for our approach show
92.03%, 96.08%, and 97.38% improvements over standard RS approaches.

Figure 6.6 shows how preprocessing time and compressed data size vary with increasing
original data size in a data processing pipeline. The preprocessing time demonstrates a
rising trend as the size of the original data increases. It suggests that larger datasets require

more time to pre-process, likely due to the increased computational demands of handling
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Figure 6.6: Effect on preprocessing time and data size after applying our data storage
mechanism.

larger volumes of data. The time required for preprocessing is not exactly linear, showing
some ups and downs that may indicate variations in the complexity or type of data being
processed. Due to the careful reduction in size during the preprocessing phase, I have
also achieved an average reduction of 98.44% size over the standard Brotli compression
technique applied on our dataset. On the other side, the compressed data size also shows a
correlation with the original data size. As the original data size increases, the compressed
size also increases but remains significantly reduced compared to the original, highlighting
the effectiveness of the compression technique utilised in the system. This relation
describes the capacity of compression method to maintain a relatively constant reduction
ratio regardless of the original data size, which is crucial for applications requiring efficient
data storage and processing.

Another experimentation is performed to understand the encoding and decoding times
for VGG16 model files using various configurations of RS coding scheme. For RS(10, 2),
the encoding time is 526.31 seconds and the decoding time is 659.50 seconds, offering
the fastest processing among the schemes. In contrast, RS(6, 3) shows longer times with
790.79 seconds for encoding and 1226.20 seconds for decoding, suggesting more complex
error correction due to higher redundancy. The RS(14, 4) setup also reflects longer
processing times — 769.78 seconds for encoding and 1144.71 seconds for decoding — due to
a greater total number of symbols, enhancing error protection. The most data-intensive
configuration, RS(10, 6), records the longest times of 1044.19 seconds for encoding and
2133.71 seconds for decoding, indicating the most extensive error correction phase among

all the configurations tested.

6.10 Summary

The increasing demand for digital services in the IoT has resulted in a continuous
surge of application usage, leading to a huge number of users and connected devices.

This growth intensifies the challenges associated with managing and storing large data
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volumes, presenting new challenges in data handling. This chapter presents an approach
for managing the substantial amount of data generated by IoT devices within ML and
edge-cloud environments. Data management in ML-based IoT applications is a crucial
factor as it directly affects the performance of deployed applications. Resilience in
managing stored data and ML model provides a promising direction for ensuring higher
availability of the information. Our work shows that utilising data standardisation,
compression, and error correction techniques can provide significant benefits for handling
applications deployed on serverless edge-cloud infrastructures. A promising future
direction for this work is to design a fault tolerant framework that can handle the failure

at data, task, and resource nodes in the IoT infrastructures.



106 Chapter 6. Data Management in Edge-Cloud Environment




Chapter 7

Conclusion

In this final chapter of the thesis, I summarise the various aspects of edge-cloud frameworks
and describe the research questions considered regarding the performance of intelligent IoT
applications in the edge-cloud continuum. As the rapid increase of IoT devices continues,
ensuring the efficient operation and effective management of tasks, functions, and data is

a highly crucial aspect.

7.1 Summary

The research highlights the shortcomings of conventional architectures in managing
distributed, heterogeneous IoT deployments across edge and cloud platforms. 1 first
presented an approach that optimally allocates tasks on edge-cloud resource nodes when
the network connectivity is limited and the connection is unreliable. A deadline-based
heuristic approximation algorithm is proposed to decide where to allocate the task. The
algorithm assigns the tasks to the remote Field Side Unit (FSU) or executes them locally
based on the quality of connection available at that time. Moreover, as these devices
generate and process large volumes of data, effective distribution of load and resource
allocation become critical for avoiding any degradation in performance. To address this, I
introduced a security-aware load distribution mechanism that ensures fair distribution of
tasks based on factors such as failure rate, resource utilisation, completion time, waiting
time, and execution overhead. I designed a two-function heuristic pipeline that initially
selects the best k nodes (out of all available nodes) and then selects the best two nodes for
offloading the tasks. To ensure confidentiality, integrity, and availability, I have utilised
encryption, HMAC, and replication mechanisms respectively for all the restricted tasks
that were allocated on shared public resources. I also proposed another approach to
optimise the ML-based operations that can enhance the execution and deployment of
IoT tasks on edge and cloud platforms. This approach uses a genetic algorithm based
selection method for optimally selecting the layers during the model training process. To
improve the inference framework, I utilise a heatmap visualisation technique that prunes
the irrelevant features and only retains the features that directly affect the decision making
process. Finally, a data management approach is designed to address the storage, access,
and retrieval of data in IoT-based systems in case any failure or data loss occurs. A
Reed-Solomen (RS) based encoding method is used to store the data on distributed nodes
and the Brotli compression technique is used to reduce the size of data that is stored on

the nodes.
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7.2 Future Directions

There are numerous opportunities for future research in the deployment of IoT applications
within edge-cloud environments. Considering the findings of this thesis, there is a scope
to enhance the effectiveness, flexibility, and robustness of our proposed strategies. This
subchapter outlines some potential directions for future research with an aim to further
improve the performance of frameworks and enhance their efficiency and reliability. These

future directions are as follows:

e Enhancing ML Classification Results: Future research should focus on
enhancing the classification results of our current approach by incorporating
optimisation techniques such as multi-objective genetic algorithms and particle
swarm optimisation. These methods can be used to fine-tune the parameters and
structure of our models, aiming to identify optimal configurations that significantly

improve accuracy and efficiency.

e Dynamic Selection of Models: I aim to develop a real-time dynamic approach
that intelligently selects the most appropriate algorithm for inference from a pool
of available options. This selection process can be guided by historical system
performance data and predefined user thresholds for making that decision. Moreover,
the decision for selection of an algorithm can also be made considering other
performance critical factors such as accuracy, task deadline deadline, space available

etc.

e Creation of Local Dataset: A promising direction for extending this thesis
is the development and integration of local datasets. This would strengthen the
applicability of our frameworks in diverse real-world scenarios but also enhance its
relevance to specific societal needs. By creating datasets that reflect local conditions
and challenges, I can refine our solutions to be more precise and ensure that they

are robust across various environments.

e Utilising Reinforcement Learning: Further research can investigate the
application of reinforcement learning, temporal difference learning, and the Markov
decision process as optimisation techniques within our system. By integrating these
methodologies, I can expect significant enhancements in system adaptability and
performance. Additionally, applying reinforcement learning for risk management can
enable improved assessment and response strategies, further enhancing our system's

capability to handle and mitigate risks dynamically.

e Real-time Selection of Platform: I also plan to design an infrastructure that
utilises the strengths of both Parsl and OpenWhisk platforms. This approach aims to
determine specific scenarios where one framework may outperform the other, thereby
selecting that for executing specific federated learning applications. It can ensure

that the cost for performing execution in the infrastructure can be minimised and
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also provide failure resistance in case one of the platform's performance decreases

with time.

e Self Healing Mechanism for Handling Failures: 1 aim to develop a
fault-tolerant framework specifically designed for IoT-based infrastructures, capable
of managing failures at the data, task, and resource node levels. This framework
can be enhanced further by creating a self-healing infrastructure designed to
autonomously detect and resolve those failures. The implementation of this robust
system will significantly increase resilience, ensuring continuous operation and

reliability across diverse IoT applications.

¢ Reducing Data Footprint without Compromising Performance:: Another
direction is to explore the integration of advanced data compression algorithms to
minimise the data footprint in IoT systems without compromising data quality. I aim
to investigate adaptive compression techniques that dynamically adjust according to
the type of data and prevailing network conditions. This development is expected
to optimise data handling efficiencies, thereby enhancing the performance and

scalability of IoT applications in variable network environments.

e Sustainable Infrastructure for Managing IoT Tasks: Design a sustainable
infrastructure that not only improves the performance efficiency but is also optimised
for resource utilisation. This will include improvements in power consumption,
resource usage, communication, latency, and execution cost. By focusing on these
critical factors, I intend to design an infrastructure that enhances operational
effectiveness while minimising environmental and economic impacts, ensuring a

balanced approach for function execution in IoT systems.
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