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Lay Summary

Our daily movements, even small ones like cooking, cleaning, or simply pacing around
the house, play a significant role in our health. These small actions, known as NEAT
(Non-Exercise Activity Thermogenesis), are important for maintaining a healthy lifestyle.
This research focuses on using smartwatches to recognize and differentiate these activities
in a simple, practical, and affordable way. Most systems that track activities rely on
complex setups or high-frequency data collection, which can be inconvenient or drain a
device’s battery quickly. Our work addresses this by developing smart models that work
efficiently with less data, making them more suitable for everyday use.

In the first part of this study, we designed a model that could recognize common household
activities, like sweeping or resting, using only basic data from a smartwatch. This was a
big step towards creating a system that is easy to use and reliable. We then expanded
this system to include more activities, covering both active tasks and quiet moments. The
smartwatch gathers information from the wearer and processes it to identify what they
are doing. To handle situations where activities don’t fit into neat categories, we created
a flexible option to classify these moments as “others” making the system adaptable to
real life. Finally, we made the system even smarter and more independent. By using
advanced technology, we created a solution that doesn’t rely on Wi-Fi or other devices to
work. This makes it convenient for homes where internet connectivity might be limited.
We also ensured that the technology works smoothly on a smartwatch without draining
the battery too quickly.

This research shows that smartwatches can do much more than count steps—they can
help us understand our everyday movements in detail. By recognizing and tracking these
activities, this technology could help people stay healthier, improve their fitness, and gain

valuable insights into their daily habits.
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Abstract

Our thesis explores the complex task of distinguishing NEAT (Non-Exercise Activity
Thermogenesis) activities from non-NEAT activities in a home environment using data
from wearable smartwatch sensors. It presents a multifaceted problem where low-frequency
sensor data is used to differentiate thirteen distinct household activities. Existing research
often prioritizes high-frequency data or multiple sensors, overlooking fundamental home
activities. To address these limitations, this research introduces innovative Al models,
capable of achieving superior accuracy while working on low frequency. This dissertation
unfolds in three key steps, each contributing to the overall understanding and advancement
of NEAT activity recognition.

In our first work (Chapter Three), we introduced the Hierarchical Model, tailored to
differentiate seven home activities using low-frequency (1Hz) sensor data. Our experiments
revealed the model’s remarkable accuracy, outperforming traditional flat models like XGB.
Even when the sampling frequency was reduced to 1Hz, the Hierarchical Model maintained
substantial accuracy. These results provided a foundation for recognizing NEAT activities
using wearable technology, highlighting the potential of our approach.

In our second work (Chapter Four) we delved deeper into the system’s development. The
system, worn on a smartwatch, identifies and classifies 13 distinct activities, including both
physical and sedentary actions. The user initiates data collection, which is transmitted
to a central server for interpretation. Key parameters, such as battery depletion rate
and data sampling rate, were evaluated, with the goal of future on-device deployment.
Notably, our system accommodates unclassified activities through the introduction of the
"OTHERS” class, a versatile approach that can be adjusted based on desired strictness
or leniency.

In our last work (Chapter Five) we tackled the challenge of distinguishing household
activities using low-frequency data without relying on external connectivity. Our
innovative Hybrid Model achieved superior accuracy compared to other models, making
it more user-friendly in environments without readily available Wi-Fi or paired devices.
The choice of a 10-second window length was found to balance accuracy and battery
efficiency. Additionally, the deployment of neural networks, including 1d-CNN, LSTM,
and Bidirectional LSTM, allowed us to propose a Hybrid Model, integrating TensorFlow
Lite (TFLite) for improved performance and efficiency on the smartwatch.

This dissertation provides a comprehensive understanding of NEAT activity recognition
using wearable technology in a home environment. From the introduction of the
Hierarchical Model to the development of the system and the implementation of neural
networks, our findings pave the way for future advancements in the field. Distinguishing
NEAT and non-NEAT activities has the potential to revolutionize how we monitor and

understand daily activities, impacting areas like healthcare, fitness, and beyond.

Keywords: NEAT (Non-Exercise Activity Thermogenesis), Wearable Technology,

Low-Frequency Sensor Data, Activity Recognition
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Chapter 1

Introduction

WHAT EXACTLY IS

TOTAL DAILY ENERGY
EXPENDITURE (TDEE)?

Your TDEE is how many calories you burn in a day.
It is affected by many things...

Calories burned by your body carrying
out basic functions (like breathing)

PHYSICAL ACTIVITY

1 g BASAL METABOLIC RATE (BMR)
E Calories burned during exercise

NON-EXERCISE ACITIVITY
THERMOGENSIS (NEAT )

Calories burned during non-exercise
activities like walking or gardening

4 _ THERMIC EFFECT OF FOOD
& Calories burned digesting your food

Figure 1.1: Total Daily Energy Expenditure

In our fast-paced world, understanding human activity has become increasingly important
for promoting overall health and well-being depicted in Figure 1.1. Human activity
recognition has emerged as a pivotal area of study, shedding light on how we go about our
daily lives. One critical aspect of this research is the distinction among Non-Exercise
Activity Thermogenesis (NEAT) and non-NEAT activities. NEAT encompasses the
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energy we expend in our day-to-day tasks, excluding exercise, while non-NEAT activities

encompass everything else we do.

The advent of wearable technology, particularly smartwatches, has opened up new avenues
for monitoring these activities. Smartwatches, often equipped with multiple sensors, have
the potential to provide valuable insights into the NEAT and non-NEAT activities of
individuals. These sensors, though typically low-end compared to specialized equipment,
can offer a cost-effective and convenient way to capture and analyze human activity

patterns.

This thesis explores human activity recognition, with the use of cutting-edge technologies
like Mobiquitous computing. The Mobiquitous computing paradigm leverages the power
of mobile and ubiquitous devices to integrate data collection and analysis into our daily
lives seamlessly. This approach paves the way for more efficient and accurate activity

recognition methods.

The primary objective of this thesis is to demonstrate the effectiveness of smartwatch
sensors in activity recognition, despite challenges such as limited battery life and restricted
hardware capabilities including storage capacity and computation power. We aim
to showcase that, from the data collected through smartwatch sensors, our proposed
hierarchical model outperforms conventional flat models such as MLP, SVM, RF, and
XGB. Later in our thesis, we strive to balance accuracy with battery life in smartwatch
devices. Recognizing that users have different priorities—some favoring longer battery life
and others prioritizing higher accuracy in activity tracking—we provide comparisons to
allow users to choose options that best suit their needs. Additionally, our research focuses
on delivering real-time feedback to users using neural networks such as 1d-CNN, LSTM,
Bi-directional LSTM and our proposed hybrid model all of which are embedded in their
smartwatches. These models have been used to enhance security and perform processing
entirely on the watch. Through these innovations, we aim to contribute meaningfully to
the evolving field of wearable technology, with a specific focus on enhancing human health

and well-being.

1.1 Neat / non-NEAT

NEAT (Non-Exercise Activity Thermogenesis):
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100%

TEF - Thermic effect of food, the calories N\
burned by food digestion

EAT - Exercise Activity Thermogenesis, TEF
calories burned by exercise

NEAT - Non-Exercise Activity Thermogenesis, . EAT
calories burned by activities
outside of eating, sleeping & exercise

NEAT

BMR - Basal Metabolic Rate
calories burned by basic bodily N,
functions, like breathing & circulation BMR

0%

BMR is the biggest calorie burner, but
NEAT is well above and it’s well within our
control to capitalise on this

Figure 1.2: Total Daily Energy Expenditure (TDEE)

NEAT encompasses a wide spectrum of activities that contribute significantly to the energy
expenditure of our bodies depicted in Figure 1.2. These activities occur spontaneously
throughout the day and are not part of planned exercise routines. NEAT includes actions
such as walking, climbing stairs, fidgeting, standing, and even tasks like gardening or
housework. These movements may seem inconsequential on their own, but collectively,
they account for a substantial portion of our daily calorie burn. NEAT is an integral
component of our overall daily energy expenditure and plays a vital role in regulating
body weight and metabolic health.

non-NEAT:

non-NEAT activities, in contrast, refer to physical exercises that are structured, planned,
and intentional. These activities are purposefully performed to enhance fitness, build
strength, or achieve specific health objectives. Examples of non-NEAT activities
encompass activities such as running, weightlifting, cycling, swimming, and participation
in organized sports. Unlike NEAT, which occurs naturally as part of daily life, non-NEAT
activities are typically scheduled and carried out with the explicit goal of improving
physical health and fitness.

In summary, NEAT and non-NEAT represent two distinct categories of physical activity.
NEAT captures the myriad of everyday movements we make without conscious effort, while
non-NEAT activities are planned exercises designed to target specific health and fitness
goals. Both aspects of physical activity are essential, and wearable technology plays a

crucial role in monitoring and quantifying these activities. Understanding and analyzing
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NEAT and non-NEAT activities through wearable technology have profound implications
for health and well-being, as they offer insights into how our daily choices and routines

impact our overall health, metabolism, and fitness levels.

1.1.1 Activities

Categorization of Activities

We choose multiple activities that cater to a wide range of human behaviours. Studying
these activities can help garner a deeper understanding of human daily routines and, in
turn, help understand NEAT better. All these chosen activities cover most of the activities
that we could perform during intermittent curfew due to the COVID-19 pandemic. Below

is the categorisation of activities we choose to incorporate into our research.

1. Daily Movements (walking, climbing up and down, eating): Such activities
are part of everyone’s daily routine. Though they are common occurring activities
still can be differentiated as the intensity and frequency with which they are
performed can be varied. Hence, by monitoring daily movements we can set a

benchmark for baseline energy consumption throughout the day.

2. Occupational Activities (cooking, sweeping, mopping, working on a
laptop): These activities are heavily dependent on a person’s job and household
activities. Activities like cooking and cleaning require different levels of physical
exertion, whereas working on a laptop is more of a sedentary activity. Both forms

of physical activity impact NEAT, particularly highlighting the energy expenditure.

3. Leisure Activities (watching TV, browsing on phone): These activities
though being low on energy expenditure are still critical for monitoring and
understanding NEAT. These activities account to a major portion of person’s time
spent during a day, specially in this modern technology-driven lifestyle. Monitoring
these help in understanding how much time is spent in low-energy vs more active

leisure activities.

4. Transportation Activities (cycling, driving, sitting in a car): These activities
have a vast range of energy expenditure, ranging from a high-energy activity like
cycling to a low-energy activity like sitting in a car. Analysing these activities
provides a comprehensive understanding of how transportation activities contribute
to NEAT monitoring.

These activities were chosen, citing their frequency of occurrence and the similar hand
or body movement in which the activity is conducted. All these activities are commonly
performed in a person’s daily routine and are susceptible to behaviour modifications.
These can be easily utilised in public health interventions, making them ideal for studying
NEAT. This can further help enhance and build effective public health strategies.
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Formal Definition of Activities

1. Cooking:

Figure 1.3: Cooking

Cooking is a common daily activity that involves various movements and gestures
in the kitchen, such as chopping ingredients, stirring, flipping, and moving pots and
pans. Monitoring this activity can provide valuable insights into an individual’s daily
energy expenditure and overall physical activity levels. Smartwatches equipped with
sensors like accelerometers and gyroscopes can play a pivotal role in detecting the

activity of cooking.

When you are cooking, you perform various arm and hand movements, including
lifting, shaking, and stirring. These movements generate accelerations in different
directions. By analyzing the patterns of acceleration, the smartwatch can recognize
the specific movements associated with cooking. For example, the accelerometer
can detect the repetitive up-and-down motion of chopping vegetables or the

back-and-forth motion of stirring a pot.

When cooking, you often make precise and deliberate movements with your hands
and arms, such as flipping a chapati or turning a spatula. The gyroscope can capture
the rotational dynamics of these movements. By analyzing the gyroscope data, the
smartwatch can identify the characteristic rotations and orientations associated with

cooking activities.

Data from both the accelerometer and gyroscope allows the smartwatch to create
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a more accurate and comprehensive picture of the cooking activity. Using these
sensors and machine learning algorithms, a smartwatch on the dominant hand
can effectively monitor cooking activities and provide insights into Non-Exercise
activity thermogenesis. This information can be valuable for individuals interested
in tracking their daily physical activity and calorie expenditure, as well as for

researchers studying the impact of cooking on energy balance and overall health.

2. Sweeping:

Figure 1.4: Sweeping

Sweeping is a common daily activity. Specifically in India, that involves using a
broom or similar tool to clean and remove dust, dirt, or debris from floors, surfaces,
or outdoor areas. It requires a combination of repetitive arm and hand movements

along with body motion as the individual sweeps back and forth.

When a person is sweeping, they engage in repetitive back-and-forth arm movements.
The accelerometer in the smartwatch can detect these rhythmic motions by tracking
changes in acceleration along the wrist’s x and y axes. The sensor will pick up
on the continuous oscillations, indicative of the sweeping activity. Similarly while
sweeping, there are subtle but consistent rotations and changes in wrist orientation
as the person moves their arm and hand in different directions. The gyroscope can

detect these rotational movements and changes in orientation.

When accelerometer and gyroscope data are combined, a smartwatch can recognize

the unique motion patterns associated with sweeping. Machine learning algorithms
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can be trained on this sensor data to distinguish sweeping from other activities. For
example, the algorithm can be trained to recognize the specific frequency, duration,

and direction of the wrist movements characteristic of sweeping.

3. Wet mopping:

Figure 1.5: Mopping

In India, Wet mopping is a physical activity that involves cleaning a surface, typically
a floor, using a damp mop or cloth to remove dirt, stains, and debris. It has a series
of complex activities, preparation of cleaning solutions, saturating the mop stick in
the solution, the actual physical scrubbing during wet mopping, and the removal of
debris. It requires a combination of repetitive arm and hand movements, as well as
body movements such as bending, swaying the mop stick and walking around the
cleaning area. The effectiveness of wet mopping largely depends on the intensity
and duration of these movements, making it an interesting activity to monitor for

various purposes, including fitness tracking and household management.

Accelerometers in smartwatches measure changes in acceleration, which can be used
to track the rhythmic back-and-forth or side-to-side movements typically associated
with mopping. These sensors can detect the oscillatory patterns of arm and hand

movements, helping to identify when someone is engaged in wet mopping.

Gyroscopes, on the other hand, measure angular velocity and orientation. When
combined with accelerometers, they can provide data on the orientation and angle

of the smartwatch relative to the Earth’s gravity. This information can be used
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to distinguish between mopping activities and other daily activities like walking or
sitting. Wet mopping often involves movements that are distinct from typical wrist

movements during other activities.

. Walking: Walking is a fundamental human activity characterized by the rhythmic
movement of one’s legs to propel the body forward. It is a low-impact aerobic exercise
that is not only a common mode of transportation but also a popular form of physical
activity for maintaining health and fitness. Monitoring walking can provide valuable

insights into an individual’s daily physical activity levels and overall well-being.

Smartwatches can register changes in acceleration when you walk, your body
experiences rhythmic up-and-down movements, which are detected by the
accelerometer. As you take a step, the accelerometer senses the acceleration when
your foot strikes the ground and the deceleration when it leaves the ground. These

repetitive patterns of acceleration and deceleration are indicative of walking.

Gyroscope measures angular velocity or orientation changes. While walking, your
wrist and arm experience a specific pattern of rotation as you swing them back and
forth. This rotational movement is detected by the gyroscope and can be used to
further confirm the walking activity. Gyroscope data helps differentiate between

walking and other activities with similar accelerations, like cycling or running.

By combining data from both the accelerometer and gyroscope, a smartwatch
can accurately detect walking and provide valuable information on step count,
calorie expenditure, cadence and pace, activity tracking, and health monitoring.
This information is valuable for promoting physical activity, tracking fitness goals,
and assessing overall health and well-being. It is a crucial part of research
and applications related to Non-Exercise activity thermogenesis monitoring using

wearable technology.

. Climb up/Down: Climbing up and down, whether it’s on stairs, hills, or any
elevated surface, is a common physical activity with a notable impact on an
individual’s energy expenditure. Wearable technology, like smartwatches equipped
with accelerometers and gyroscopes, offers insights into daily physical activity and

energy expenditure.

Vertical movement during climbing involves ascending or descending steps, stairs,
or inclines, engaging muscle groups such as the legs, glutes, and core. It typically

demands more effort and energy than walking on flat ground.

Smartwatch accelerometers measure linear motion changes, detecting upward and
downward movements related to climbing. As an individual climbs or descents, the
accelerometer registers each step’s acceleration impact. Gyroscopes measure angular
velocity and rotation, distinguishing various movements and orientation changes. For
instance, during ascent, the gyroscope can detect wrist tilting indicative of upward

hand motion, while descent reveals the opposite tilt as the hand moves downward.
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By combining data from both the accelerometer and gyroscope, smartwatches
accurately distinguish between climbing up and climbing down activities. These
sensors quantify duration, intensity, and frequency of these movements, enabling
users and researchers to track physical activity levels and estimate energy
expenditure. This information is invaluable for fitness tracking, health monitoring,

and research on physical activity patterns.

6. Eating:

Figure 1.6: Eating

Eating is a fundamental human activity involving the consumption of food and
beverages. It encompasses hand-to-mouth actions, as in India that is the most
prevalent way of eating. Monitoring eating habits is crucial for various health
and lifestyle applications, including dietary assessments, weight management, and
understanding eating disorders. Accelerometers in smartwatches can detect subtle
hand movements associated with bringing food or hand / utensils to the mouth.
These sensors are sensitive to changes in motion and can recognize the repeated
pattern of raising one’s hand toward the mouth during eating. Gyroscopes can
be used to detect the rotational movements of the wrist and forearm during
the chewing and swallowing phases of eating. By analyzing the data from
both accelerometers and gyroscopes, smartwatches can track the duration of the
Eating activity by continuously monitoring the hand-to-mouth gestures and wrist
movements. Moreover, they can provide real-time feedback to users about their

eating habits, such as suggesting slower eating to aid digestion or promoting healthier
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eating patterns. Additionally, long-term data analysis can help individuals and
healthcare professionals identify trends and make informed decisions about diet and
nutrition.

7. Driving:

Figure 1.7: Driving

Driving in India, where right-hand driving is the norm, presents a unique context
for monitoring this non-exercise activity using wearable sensor technology. With the
increasing prevalence of automatic vehicles and the dominant use of the dominant
hand for vehicle controls, wearable sensors can be strategically employed to gather
valuable data. Driving is a common non-exercise activity that involves operating a
vehicle to move from one location to another. It is a fundamental part of modern
life for many individuals in India, whether for daily commuting, running errands, or
leisure travel. Monitoring driving as a Non-Exercise activity can provide valuable
insights into an individual’s daily routine and overall health. Smartwatch sensors
can play a pivotal role in detecting this activity by utilizing various technologies and
data inputs tailored to the Indian driving scenario. These sensors are equipped to
capture and interpret specific aspects of driving. Smartwatches are equipped with
accelerometers that measure changes in motion and acceleration. When a person is
driving, the smartwatch can detect the vibrations and movements associated with
the vehicle’s motion, considering the right-hand control of the vehicle in India. The
accelerometer data, in conjunction with the gyroscope, can provide a comprehensive

picture of the wearer’s wrist orientation, angular velocity, and hand movements
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during driving. By training the smartwatch to recognize specific driving patterns
associated with right-hand control, such as paddle shifts, steering wheel movements,
and hand gestures, the accuracy of activity detection can be significantly improved.
Overall, smartwatches and wearable technology have the potential to accurately
detect Non-Exercise driving activity in India’s right-hand driving environment.
These technologies, when tailored to the local driving context, can provide valuable
insights into daily routines, stress levels, and promote safer driving habits among

individuals engaged in the act of driving.

8. Working on a laptop: Working on a laptop is a sedentary activity that involves
individuals using a laptop or computer for various purposes such as office work,
studying, web browsing, or entertainment. It typically requires a person to sit at a
desk or in a stationary position for an extended period, often involving tasks that
require typing, using a mouse, or engaging with the laptop’s screen. While this
activity is essential in today’s digital age, it is associated with prolonged sitting and
reduced physical activity, which can have adverse health effects if not monitored
and managed. Smartwatches are equipped with various sensors that can play a
pivotal role in detecting the ”Working on Laptop” activity. The accelerometer
in a smartwatch can detect motion and measure changes in velocity. When a
person is working on a laptop, their arm movements (e.g., typing, moving the
mouse) generate subtle but distinct patterns of motion. By analyzing these motion
patterns, the smartwatch can identify periods of laptop use. The gyroscope sensor
can provide information about the orientation and angular velocity of the wrist.
When someone is actively typing or using a laptop touchpad, their wrist orientation
may exhibit specific patterns. The gyroscope can help differentiate between laptop
use and other activities. By combining data from these sensors and applying machine
learning techniques, a smartwatch can effectively monitor and detect the ” Working
on Laptop” activity. This information can be valuable for users to track their
sedentary time, promote breaks, and maintain a healthier balance between work

and physical activity, ultimately contributing to their overall well-being.

9. Browsing on the phone: In today’s interconnected world, ”Browsing on the
Phone” has become a ubiquitous and integral part of daily life. This common
sedentary activity involves individuals using their mobile phones for a variety of
purposes, from social media scrolling to web browsing and texting. One defining
feature of Browsing on the Phone is how individuals hold their devices. Typically,
the phone is cradled in the user’s dominant hand, with the screen positioned in front
of their face or slightly lower. This natural and ergonomic gesture facilitates ease of
use, enabling users to navigate the touchscreen, swipe, tap, and type effortlessly. It
sheds light on our hand movements during extended periods of inactivity, reflecting

our evolving relationship with technology.

10. Cycling: Cycling, the act of riding a bicycle with hands firmly gripping the
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11.

12.

handlebars, is a multifaceted activity that combines physical exertion, recreation,
and transportation. While the cyclist’s hands maintain a consistent position on the
handlebars, the smartwatch’s sensors play a pivotal role in capturing the nuanced
motions associated with this activity. Cycling is not merely a mode of movement; it’s
a lifestyle. It encompasses various forms, from road cycling for speed enthusiasts to
urban commuting and the thrill of navigating rugged terrains on mountain bikes. The
heart of cycling lies in the rhythmic pedaling, balance, and the connection between
the cyclist and the bicycle. Modern smartwatches are equipped with an array of
sophisticated sensors, including accelerometers and gyroscopes. These sensors are
designed to detect a range of movements and changes in orientation. In the context
of cycling, they emerge as invaluable tools, capable of capturing intricate aspects
of this activity. While the cyclist’s hands maintain a relatively stable grip on the
handlebars, the smartwatch’s sensors have the remarkable capability to detect subtle,
continuous jerks, and vibrations arising from the motion of cycling. These sensors
work like a silent companion on your cycling journey, turning the seemingly simple

act of gripping your handlebars into a vibrant well of information.

Sitting in Car: Sitting in Car is an activity that represents a state of idleness while
traveling in a vehicle. While it may seem like a passive activity, it holds significant
relevance in understanding human behavior and mobility during transportation.
This activity typically involves an individual occupying a seat within a motorized
vehicle, such as a car, and experiencing motion as the vehicle moves from one
location to another. One notable aspect of ”Sitting in Car” is the potential for
the smartwatch to detect slight motion. This motion is primarily attributed to
the vehicle’s movement. Even when seated, passengers can experience subtle shifts
and vibrations as the car accelerates, decelerates, turns, or encounters bumps in
the road. These subtle movements can be recorded by the smartwatch’s sensors,

providing insights into the level of motion experienced during the journey.

Watching TV: Watching TV is a sedentary behavior during which individuals
remain seated or reclined in front of a television or screen for prolonged periods
while consuming various content such as TV shows, movies, or streaming services.
It involves minimal physical activity, often accompanied by low energy expenditure.
This activity is pervasive in modern lifestyles and can contribute to extended periods

of inactivity, potentially impacting one’s health and overall well-being.

During the act of watching TV, physical movement is typically minimal. A
smartwatch equipped with accelerometers can detect and record this lack of motion
by observing the wearer’s wrist, which remains relatively stable. The wrist’s limited
or virtually absent movements serve as a key indicator that aids the smartwatch
in identifying and categorizing this sedentary activity. Similarly, a gyroscope can
register the stable orientation of the wrist, further reinforcing the identification of this

inactive behavior. By combining data from both the accelerometer and gyroscope,
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the smartwatch can attain a more precise understanding of the user’s activity level.
For instance, it can recognize when the wrist remains stationary and there are no
significant changes in wrist orientation, both of which are characteristic of watching
TV.

1.2 Research Gaps

Exploring the extensive body of research in the field of activity detection, we have identified
several critical research gaps that, if addressed, could significantly advance the domain.
One primary gap is in determining the optimal types of sensors that balance accuracy,
battery life, and practical usability in real-world scenarios. Additionally, there is a need
to establish the ideal frequency of data collection that maximizes the accuracy of activity
detection while minimizing energy consumption and data processing demands.

Research has shown that the use of multiple sensors can increase complexity, raise power
consumption, and introduce potential issues with sensor data fusion. This multi-sensor
approach often leads to practical inefficiencies. There is a pressing need to develop methods
to efficiently manage and process data from multiple sensors without overwhelming the
device’s computational and battery capabilities.

Privacy and security concerns are particularly acute with vision-based systems that involve
cameras, which could inadvertently capture sensitive personal data. It is crucial to ensure
data security and user privacy in sensor-based systems, addressing vulnerabilities that
could potentially expose user data.

In terms of real-time analysis and user feedback, there is a gap in implementing effective
real-time data processing techniques to provide immediate feedback to users about
their activity levels. Overcoming latency issues in real-time data analysis and feedback
mechanisms is essential to enhance user experience and engagement.

Another significant research gap is the GPS and heart rate monitors are critical for accurate
activity monitoring but are also major contributors to battery drain in wearable devices.
This has a direct impact of high energy consumption on user experience, particularly
in terms of device usability, frequency of charging, and the practicality of continuous
monitoring. There is a need for using low-power sensors, energy-efficient data transmission
methods, and algorithms that require fewer resources. All without compromising the
accuracy and reliability of activity detection.

Practicality and user adoption also pose major challenges. Ensuring the wearability and
comfort of devices, particularly when multiple sensors are required for accurate activity
detection, is essential. Enhancing the user adoption rate by focusing on the practicality
and convenience of wearable devices in everyday use is crucial.

Finally, there is a need for exploring advanced machine learning and neural networks
to improve the accuracy of activity detection, especially in complex scenarios involving
multiple activities. These research gaps reflect the current challenges and opportunities in

the field of activity detection using wearable technology. Addressing these issues can
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lead to significant advancements in the development of more efficient, accurate, and

user-friendly wearable devices.

1.3 Research Questions

In this thesis, we address several pivotal research questions designed to advance the
functionality and user experience of smartwatches with a focus on Non-Exercise Activity
Thermogenesis (NEAT') and non-NEAT activity detection:

Low Sampling Sensor Data and Battery Efficiency: How can utilizing low sampling
sensor data enhance battery efficiency while maintaining sufficient accuracy for activity
detection in smartwatches?

Optimal Sensor Selection for Activity Detection: What sensors available in
smartwatches best balance the requirements for generalizability and battery optimization
in detecting our chosen set of 13 activities?

Optimal Data Collection Frequency: What is the ideal frequency for data collection
that maximizes accuracy in detecting NEAT activities while also conserving battery life?
Advanced Models for NEAT Detection: Can more complex models, such as
hierarchical models, significantly improve the accuracy of NEAT activity detection over
traditional flat models?

Deployable Models for Smartwatches: Are there deployable machine learning
or neural networks that can efficiently overcome latency and battery limitations on
smartwatches?

Balancing Accuracy and Battery Efficiency: What are the key parameters like
features used for classification, the rate at which file needs to uploaded to server, data
sampling frequency, and choice of window length for balancing accuracy in activity
detection with battery efficiency, and how can these parameters be optimized in
smartwatch technology?

These questions aim to deepen our understanding of activity detection using wearable
devices, particularly in enhancing battery life, improving the accuracy of activity detection,

and introducing real-time feedback within the constraints of wearable technology.

1.4 Objective Of Thesis

The primary objective of this thesis is to conceptualize, design, and construct an innovative
Non-Exercise Activity Thermogenesis (NEAT) monitoring device that leverages wearable
technology. This form of thermogenesis has gained significance due to its potential impact
on overall health, energy balance, and weight management.

The envisioned NEAT monitoring device aims to address several key aspects:

1. Efficiency: The application on the smartwatch is engineered to efficiently and

accurately monitor NEAT-related activities. This efficiency extends to both data
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collection and analysis, ensuring that the smartwatch is practical for daily use and

capable of producing meaningful insights.

2. Wearable Technology: Leveraging the capabilities of modern wearable technology,
the application is designed to be unobtrusive and user-friendly. By integrating it
into a smartwatch, our objective is to facilitate continuous and non-disruptive data
collection during daily activities. We have worked on providing users with regular

feedback directly on the smartwatch.

3. Data sanity: An essential aspect of the application is the precision and reliability
of data collection. It utilizes meaningful sensors, such as the accelerometer and
gyroscope sensors present in a smartwatch, and classification algorithms that
can distinguish and quantify NEAT activities, enabling accurate assessment and

measurement.

4. Battery Efficiency: The application running on the smartwatch is designed
to optimize battery efficiency, thereby extending the smartwatch’s battery life
while maintaining a low sampling frequency rate. This balance between energy
consumption and data quality ensures the device remains operational throughout

the day without frequent recharging, enhancing its practicality.

1.5 Contribution Of Thesis

In this thesis, the NEAT Activity Detection System contributes to multiple areas,
including robust activity detection, energy efficiency, privacy protection, comprehensive
activity tracking, and real-time feedback. By leveraging a hierarchical model and
low-frequency data from wearable sensors, the system accurately classifies a range of NEAT
activities using advanced feature extraction techniques like statistical methods and ECDF,
demonstrating high accuracy and robustness through real-world data. Its energy-efficient
design, with low sampling frequencies and on-device processing, significantly reduces
power consumption and extended battery life, making it practical for long-term use.
The system successfully classifies thirteen diverse NEAT activities, representing everyday
movements at home and outdoors, providing comprehensive insights into physical activity
patterns. It also has a provision to scale to ”Others” activity if not classified in any
of the stated activities giving the model more scalability. It also addressed privacy
concerns using non-intrusive wearable sensors like accelerometer and gyroscope, avoiding
sensitive visual or audio data and enhancing user trust. Additionally, the system
offers real-time feedback to users, encouraging increased physical activity and healthier
behaviours through immediate insights, with on-device neural networks enabling instant

updates and aiding consistent user engagement.
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1.6 Significance of NEAT Monitoring Devices

The field of wearable technology has witnessed remarkable advancements in recent years,
enabling the monitoring and analysis of various physiological parameters in real-time. One
prominent area of research within this domain is the application of wearable technology
in monitoring Non-Exercise Activity Thermogenesis (NEAT) and non-NEAT activities.
This section of the thesis focuses on illuminating the application scope of utilizing wearable
technology to monitor NEAT. The integration of wearable devices, such as accelerometers,
gyroscopes, provides an unprecedented opportunity to capture and analyze NEAT data in
a non-invasive and continuous manner. The potential applications of NEAT monitoring
using wearable technology are multifaceted and extend across several domains. Monitoring
Non-Exercise activity thermogenesis (NEAT) using wearable technology holds significant
potential in the healthcare field. Tracking NEAT can provide valuable insights into
an individual’s daily physical activity, which is crucial for overall health and wellness.
NEAT monitoring can help individuals and healthcare professionals better understand the
impact of daily activities on energy expenditure. This information can be used to design
personalized weight management plans “Interindividual variation in posture allocation:
possible role in human obesity” published in ”American Association for the Advancement
of Science” [1] - Levine et al. concludes that obesity is a result of an imbalance between
energy intake and energy expenditure. They specifically focus on non-exercise activity
thermogenesis (NEAT) and their study found that mildly obese individuals spent, on
average, about 2 hours more each day in a seated position compared to lean individuals,
and this difference was biologically determined rather than a result of body weight changes.
The author suggests that if obese individuals adopted the NEAT-enhanced behaviors of
lean individuals, they could potentially burn an additional 350 calories per day, which

could aid in weight management as per stated by [1].

Wearable devices can track prolonged periods of sedentary behavior, which has been
associated with various health risks. Monitoring NEAT can prompt individuals to break up
sedentary time with short, active breaks. ”Sedentary time and cardio-metabolic biomarkers
in US adults: NHANES 2003-06” published in ”European heart journal” [2] - Healy et
al. conclude that these findings, which are the first to represent the general population,
demonstrate the harmful links between extended periods of sedentary behavior and
adverse cardio-metabolic and inflammatory bio-markers. This suggests that healthcare
practitioners and public health messages should emphasize the importance of reducing
and interrupting sedentary time as a preventive measure to mitigate cardiovascular disease
risk.

Smartwatches equipped with NEAT monitoring capabilities can provide users with a
comprehensive view of their daily activity levels. This data can be used to create
personalized fitness plans that are tailored to an individual’s lifestyle and activity patterns.
For example, someone with a sedentary job may need a different workout plan than a

person with an active occupation. ”Could the Blue Zone’s exercise secrets hold the key to
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vital ageing?” [3] - The author clearly portrays that Boosting NEAT is a straightforward
and accessible approach to incorporate more movement in daily life. The beauty of
increasing NEAT lies in its simplicity; it doesn’t necessitate a gym membership or intense
high-intensity interval training (HIIT) sessions. ”Objective quantification of physical
activity in bariatric surgery candidates and normal-weight controls” [4] - The study’s
by Bond et al. findings reveal a concerning trend among bariatric surgery candidates,
indicating that they tend to have notably low levels of physical activity. Moreover, it
appears that they infrequently partake in physical activities that meet the necessary
criteria for duration and intensity required to maintain and enhance their overall health.
This underscores the significance of further research aimed at identifying effective strategies
for boosting physical activity levels in this particular demographic of individuals who are
considering bariatric surgery.

NEAT plays a significant role in weight management, as it contributes to daily calorie
expenditure. By understanding how their non-exercise activities impact their energy
balance, individuals can make more effective decisions regarding calorie intake and exercise
frequency. “Accuracy of armband monitors for measuring daily energy expenditure in
healthy adults” published in ”"Medicine and science in sports and exercise” [5] - The
study aimed to assess the accuracy of energy expenditure estimations obtained from
two portable armband devices: the SenseWear Pro3 Armband (SWA) monitor and the
SenseWear Mini Armband (Mini) monitor, while volunteers engaged in their daily activities
in a real-world, free-living setting. Monitoring NEAT can also help individuals avoid
over training. If excessive NEAT is combined with strenuous exercise, it can lead to
burnout and increased risk of injury. Smartwatches can provide insights into the balance
between activity and rest. Sedentary behavior is associated with various health risks,
including cardiovascular disease and obesity. Smartwatches can serve as a tool to promote
a more active and healthier lifestyle. ”Too little exercise and too much sitting: inactivity
physiology and the need for new recommendations on sedentary behavior” published in
?Current cardiovascular risk reports” [6] - Hamilton et al. in this study emphasises that
while we know the benefits of physical activity, we should also recognise the independent
and harmful effects of prolonged sitting on cardiovascular and metabolic health. This
warrants a reconsideration of how we approach and address sedentary behavior in public

health guidelines and recommendations.

1.7 Organisation of thesis

In Chapter four [ 4], we present a systematic approach to developing a hierarchical
classification model for distinguishing Non-Exercise Activity Thermogenesis (NEAT)
activities in a home setting. Our objective was to create a model that effectively
differentiates between NEAT and non-NEAT activities, using seven representative tasks:
cooking, sweeping, mopping, walking, climbing stairs, and sedentary activities like

watching TV or desk work. Data collection was performed using smartwatches with
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accelerometer and gyroscope sensors at a low sampling rate of 1Hz. The raw data
was processed and structured into a .csv format, followed by feature extraction. Initial
models, including KNN, MLP, SVM, Logistic, Random Forest, Naive Bayes, and XGBoost,
struggled with low-frequency data. This led us to develop a hierarchical model using binary
classifiers, simplifying the seven-class problem and yielding better performance in accuracy
and efficiency. Our model was validated with real-world data from 10 volunteers. This
number was chosen due to COVID-19 restrictions, which limited the feasibility of gathering

larger groups.

In the fifth chapter [ 5], we built on our previous chapter by adding six new activities
to our study, expanding the total to thirteen: Cooking, Sweeping, Mopping, Walking,
Climbing Up, Climbing Down, Eating, Driving, Working on a Laptop, Browsing on a
Phone, Cycling, Sitting in a Car, and Watching TV. This broader scope offered richer
insights into daily behaviors. We focused on key parameters like feature selection, data
upload frequency, sampling rate, and window length, deploying models on a server for
real-time user feedback. We challenged the assumption that high-frequency data is always
needed, exploring low frequencies (10 Hz and 1 Hz) to see their effects on battery longevity

and classification accuracy.

Our hypothesis emphasized balancing energy efficiency and classification accuracy for
NEAT activities, using smartwatches. We achieved this through reduced sampling rates
(1Hz, 5Hz, 10Hz) and feature processing. Experiments with ten volunteers revealed
that lower sampling rates extended battery life but made distinguishing activities more

complex, highlighting the trade-off between accuracy and frequency.

We also added classification for ‘other’ activities, enhancing system flexibility. By
deploying models on server, we enabled real-time feedback via Wi-Fi smartwatches.
However, the system’s reliance on Wi-Fi and server-based processing posed limitations,
especially in connectivity-poor areas, affecting usability and response time. Additionally,
data transmission raised security concerns, stressing the balance between real-time

feedback and user privacy.

Chapter six [ 6] of our thesis represents a significant shift in our approach, addressing
the challenges identified in chapter five concerning real-time data processing and feedback
provision in a server-based environment. We outline our move towards deploying neural
networks directly on the smartwatch, transitioning from reliance on server processing to
a more autonomous, device-centric model. This chapter elucidates the limitations we
faced and the innovative solutions we developed to enhance NEAT activity monitoring
using wearable technology. We begin by exploring the initial constraints of our previous
model, including the dependency on a continuous Wi-Fi connection for data transfer,
latency issues affecting real-time feedback, and data security concerns with network-layer
transfers. This discussion sets the stage for our strategic pivot to on-smartwatch
deployment. We transitioned to neural networks using TensorFlow Lite to handle on device
processing efficiently. Our research focused on continuous data collection from smartwatch

sensors, ensuring precise activity monitoring. We carefully analyzed battery consumption,
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balancing model accuracy with energy efficiency. By shifting to raw data instead of
extensive preprocessing, we streamlined our process, making the system more responsive.
Additionally, we added real-time feedback to enhance user experience and encourage
a healthier lifestyle. Finally, we evaluated model performance, assessing accuracy in

detecting NEAT activities and the impact on battery life.



20

Chapter 1.

Introduction




Chapter 2

Data Collection and Deployment
for NEAT Monitoring

2.1 Data Collection

2.1.1 Important Elements of data collection

In our research on ”Non-Exercise Activity Thermogenesis Monitoring Using Wearable
Technology” we came across an interesting factor of research problem which revolved
around collecting high quality data to investigate the thermogenic response associated
with Non-Exercise activities. This builds the basis of our research, as its essential to
understand how wearable technologies can effectively monitor these activities.

Data Collection Method

Our primary focus was on developing a robust data collection method. To address this,
we utilized a smartwatch, equipped with accelerometer and gyroscope sensors, which
were instrumental in tracking volunteers’ movements (Device configuration: 2.2.1). This
smartwatch was comfortably worn on the dominant hand of each volunteer, serving as a
subtle and convenient means to record various physiological parameters and motion data.
These sensors continuously monitored and recorded data, actively pinging and detecting
changes once a volunteer initiates an activity. This real-time activity detection ensured
that the precise moments of activity were captured, providing us with a detailed and

granular dataset for our research.

Wearable Application Composition:

To streamline the data collection process and ensure user-friendliness, we developed
a customized wearable application. This application featured a comprehensive list of
activities that the volunteers could engage in, accompanied by user-friendly controls,
including start, pause, and stop buttons. Upon starting the tracking process, volunteers
were prompted to select an activity of their choice. Subsequently, data tracking
commenced. When the activity concluded, volunteers could press the stop button, which
would save the recorded data in .csv format on the smartwatch.

Taking into consideration that collecting data for extended periods can be physically
taxing, we also provided a pause button, which allowed users to temporarily halt the data
recording if they felt the need to rest between activities. It’s important to note that we

emphasized to volunteers that the usage of this pause button should be minimized to
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ensure the integrity and continuity of data collection.

Number of Volunteers

A total of 10 volunteers were carefully chosen to participate in our data collection process.
These volunteers were selected from the age group of 30-60 years. This selection examined
how NEAT activity might vary across different age groups, offering valuable insights into
the data collected. Choosing 10 volunteers helped keep the data management and analysis
practical, citing the COVID restrictions levied during our research. We acknowledge
while the sample size allows for detailed data collection and analysis, it may limit the
generalizability of our findings. Further studies with larger and more varied volunteer pools

can validate and expand on our findings, ensuring broader reliability and applicability.

Environment

In this research, data was collected in a partly controlled setting. Volunteers could go
about their daily activities naturally, but if they choose to perform an activity out of
the selected 13 activities, they could use the Start feature on the smartwatch and record
their activity. This setup was chosen to ensure the data was realistic while keeping the
environment focused. The smartwatch app had a pause feature to handle unexpected
interruptions and keep the data accurate. This lets volunteers temporarily stop tracking
if needed.

The data collection lasted for two weeks for each volunteer. This period was chosen to get
enough data without making it too difficult for the volunteers. During these two weeks,
volunteers used the smartwatch to choose and track their activities, allowing us to capture

detailed accounts of their interactions and daily movements.

Data Cleaning

To enhance the accuracy and reliability of our collected data, we implemented a data
cleaning process. This involved the removal of initial and final data points during each
activity. These specific data points were removed to mitigate the impact of unwanted
motions that often occurred at the onset and conclusion of an activity, which could

potentially distort the data quality.

Data Sanity

Given that the sensors were an out-of-the-box implementation of the smartwatch, we
adopted a rigorous approach to maintain the integrity and sanity of the data. To
achieve this, we decided to use raw sensor values directly, without any manipulation.
By utilizing these raw sensor values, we ensured that the data we collected was in its most
unaltered state, guaranteeing that the values we extracted were unquestionably genuine
and untainted.

This approach allowed us to maintain a high level of confidence in the authenticity of the
data, making it a reliable foundation for our research and analysis. By preserving the raw
sensor values, we minimized the potential for unintended biases or inaccuracies, resulting

in a robust dataset for our work.
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In summary, our research problem revolved around effective data collection that could
be instrumental in studying Non-Exercise activity thermogenesis. The choice of wearable
technology, the development of a user-friendly application, the selection of an age-specific
sample, and the meticulous attention to data integrity in a semi-controlled environment

collectively addressed this critical challenge, forming the foundation for our research.

2.1.2 Data collection using smartwatch

Our research chapter commenced with a rigorous assessment of prominent existing
datasets, including the Human Activity Recognition UCI HAR Dataset, UCI WISDM
Smartphone and Smartwatch Activity and Biometrics Dataset, and ActiGraph datasets.
These datasets, while valuable, presented certain limitations in terms of the sensor
technologies employed and the data collection methods employed, thereby posing
significant challenges aligned with our research objectives.

Firstly, these datasets featured different sets of activities, making it difficult to achieve a
standardized and comprehensive view of Non-Exercise activity thermogenesis (NEAT).
Moreover, the activities were conducted in controlled environments, which did not
accurately represent the diverse and dynamic real-world scenarios we aimed to investigate.
Our core challenge arose from the need for a more naturalistic and adaptable source of data
collection. We recognized the significance of obtaining sensor data from everyday devices,
particularly smartphones, which have become integral to modern life. However, even
with smartphones, it proved challenging to obtain a seamless stream of data for various
activities due to their physical nature and inherent limitations in sensing capabilities.

To address these limitations and to pave the way for our research, we identified wearable
technology as a promising solution. We saw the potential to harness the sensors embedded
in smartwatches to collect sensor data while individuals engaged in various activities. This
shift to wearable technology not only offered a novel approach to data collection but also
presented a feasible means to acquire our raw data. This allowed us to gather authentic
and real-world sensor data, providing a foundation for conducting in-depth research into
Non-Exercise activity thermogenesis.

Our research commenced with these challenges and culminated in the innovative use
of wearable technology to collect comprehensive and naturalistic sensor data. This
transformation not only overcame our initial research hurdles but also enabled us to explore

Non-Exercise activity thermogenesis in a manner that was both practical and pioneering.

Challenges faced during data collection

We faced multiple challenges during research, particularly in ensuring volunteers were
compliant and managing environmental factors. The major challenge was ensuring that
the volunteer wore the smartwatch consistently on the dominant hand throughout the data
collection period and was performing the activity consistently, as any inconsistency in the
data collected could lead to misclassification and reduced accuracy of activity detection.

To mitigate this issue, volunteers were given clear instructions and a trial run, which
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included familiarising them with the environment in which data was to be collected, the
usage of the app and the data collection process. Additionally, physical obstructions
also added a challenge to the data collection process. To overcome this challenge, we
collected data in various typical home environments, ensuring the model can generalise
across different conditions. We also gave them detailed guidelines and training sessions on
using the application and conducted regular follow-ups to ensure adherence to guidelines

to maintain data quality.

2.2 Factors considered in building NEAT monitoring device

2.2.1 Device Configuration
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Figure 2.1: Fossil Sport Smartwatch 43mm - FTW4019 |, Image credits : Amazon.com

We used Fossil Sport Smartwatch 43mm - FTW4019 (Figure: 2.1), equipped with a
Snapdragon Wear 3100 processor, 512MB RAM, and 4GB internal storage, as our data
collection tool. This works on Wear OS by Google, running the latest version of Android,
making it easier for other Wear OS powered devices to download our app. It also has
higher power and storage compared to other fitbits and heart rate monitoring devices.
This is a commonly used smartwatch in budget that has all the sensors required for

activity detection.

2.2.2 Choice of sensors

NEAT encompasses various daily activities that contribute to energy expenditure, such as
walking, standing, fidgeting, and other subtle movements that are not deliberate exercises.
To address this problem effectively, we needed to choose the most suitable sensors from a

wide array of options available.
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The available sensors that we considered for capturing NEAT activities included
accelerometers, gyroscopes, barometers, heart rate sensors, step count sensors, and
magnetometers. While previous researches like [7] [8] [9] has demonstrated the potential
of combining these sensors to create models for activity detection, we identified specific
challenges and limitations associated with some of these sensors that influenced our

decision-making process.

Accelerometer: An accelerometer is a sensor that measures acceleration forces
experienced by the device it is integrated into. These forces can be due to both static
gravity (e.g., when the device is at rest) and dynamic motion (e.g., during physical
activities). Accelerometers provide information about changes in velocity and direction,
making them essential for tracking movements and physical activities. Accelerometer data
typically consists of three values, corresponding to the three spatial axes: X, Y, and Z.

These values represent the acceleration along each axis at a given point in time.

Gyroscope: A gyroscope is a sensor that measures angular velocity or rotational motion.
It helps determine the orientation and changes in orientation of the device. Gyroscopes
are crucial for recognizing movements such as tilting, rotation, and angular changes, which

can be valuable for understanding various physical activities.

Barometer: A barometer is a sensor that measures atmospheric pressure. It is used to
estimate changes in altitude or elevation. In some cases, it can be employed to gauge subtle
changes in height, like climbing stairs or ascending slopes. However, one of the challenges
we encountered was the limited availability of barometers in wearable devices. Barometers
are considered premium sensors and are not commonly found in everyday smartwatches or

fitness trackers. This limited their practicality for widespread NEAT activity monitoring.
Heart Rate Sensor: A heart rate sensor, often based on photoplethysmography (PPGQG)

technology, measures the user’s heart rate by detecting changes in blood volume through
the skin. While valuable for assessing cardiovascular activity and exercise intensity, heart
rate sensors tend to consume significant amounts of power, making them less suitable for
continuous long-term monitoring. Although heart rate sensors are commonly integrated
into wearable devices, they pose a significant drawback in terms of battery consumption.
Monitoring NEAT activities over an extended period requires a sustainable power source,
making heart rate sensors less suitable for continuous tracking.

Magnetometer: A magnetometer is a sensor that measures the strength and direction
of magnetic fields. It is primarily used for tasks like compass orientation or detecting
magnetic anomalies. Magnetometers have limited relevance in NEAT activity monitoring.
They did not provide any significant additional value for our research, as NEAT activities
are predominantly characterized by physical movements rather than magnetic field
variations.

Step Count Sensors: Step count sensors, often integrated with accelerometers or
as standalone components, track the number of steps taken by the user. They are
commonly used to estimate the distance walked or run and are a key feature in fitness

trackers. However, their application is somewhat specific to activities that involve walking
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or running. Duplication of data collection by including both step count sensors and
accelerometers may lead to unnecessary complexity without substantial benefits.
Considering these factors, our research found that accelerometer and gyroscope sensors
emerged as the most sensible choices for monitoring NEAT activities. These sensors
are relatively common in wearable devices, provide essential motion data, and are
power-efficient, making them well-suited for continuous and sustainable NEAT activity
tracking.

By addressing these challenges and limitations associated with sensor selection, our
research aims to provide a practical and effective solution for monitoring NEAT activities
using wearable technology, thus contributing to the advancement of health monitoring and

physical activity research.

2.2.3 Sensor frequency selection

To monitor NEAT accurately and continuously, researchers face the challenge of selecting
an appropriate sensor frequency, specifically choosing between high sampling rate and low
sampling rate sensors.

High Sampling Rate Sensors:

High sampling rate sensors tend to capture data very quickly, recording several
measurements per second. This can prove to be a great choice where we need real-time
information and high temporal resolution. However, because the work at such a high
frequency, they tend to consume more power, requires higher data storage and can be more
prone to motion artifacts (Motion artifacts are unwanted signals in sensor data caused by
user movement, leading to inaccurate measurements in wearable and medical devices. For
example, if a heart rate monitor gets bumped around, it might show an incorrect heart
rate. Similarly, an accelerometer meant to measure specific movements might also pick up
unrelated body movements. Addressing these artifacts is crucial for ensuring the accuracy
and reliability of sensor data).

Low Sampling Rate Sensors:

Low sampling rate sensors collect data at a slower pace, with fewer data points over a
given time interval. They are appropriate for applications where high temporal resolution
is not critical, and energy efficiency is a priority. Low sampling rate sensors consume less
power, generate smaller data volumes, and are less prone to motion artifacts.

Choice of Low Sampling Frequency (<10Hz): In the context of monitoring NEAT
using wearable technology, it’s essential to balance the need for data precision with the
sustainability of the solution. Recognizing the importance of prolonged monitoring periods
with minimal battery drainage and the practicality of using smartwatches, we choose a
low sampling frequency of less than or equal to 10Hz.

This choice of a low sampling frequency aligns with our goal of achieving a sustainable,
long-term monitoring solution. It reduces power consumption, extending the battery life
of the wearable device, and ensures that the data collected is sufficient for capturing trends

in NEAT while maintaining a reasonable level of accuracy. This decision enabled us to
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conduct comprehensive NEAT monitoring without the constraints of frequent battery

recharges or excessive data management burdens.

Table 2.1: Advantages and Disadvantages of High vs. Low Sampling Rate Sensors

power, reducing battery life.

Metric High Sampling Rate | Low Sampling Rate
Sensors Sensors

Data Precision High precision due to | Lower precision as data is
frequent measurements. less granular.

Power Consumption | Tend to consume more | Lower power consumption,

longer battery life.

Data Volume

Generates large data
volumes, requiring more
storage and bandwidth.

Smaller data  volumes,

easier to manage.

Motion Artifacts

More susceptible to motion
artifacts and noise.

Reduced impact of motion
artifacts.

Wearable Comfort

May require bulkier and less
comfortable devices.

Allows for sleeker and more
comfortable wearables.

Application Scope

Suitable for applications
demanding high temporal

resolution.

Better for applications
with less time-sensitive
requirements.

Table 2.1 compares the merits and constraints of high and low sampling rate sensors in
wearable devices. High sampling rate sensors capture more precise data, capturing small
changes over time, crucial for detailed real-time analysis. However, they use more power,
reduce battery life, and produce a lot of data, needing more storage and processing power.
They are also more susceptible to errors from unwanted movement, requiring complex
filtering to get accurate readings. This can make devices bulkier and less comfortable for
user compliance.

Low sampling rate sensors consume less power, extending battery life and allowing for
smaller, more comfortable devices. While they provide less detailed data, they are less
affected by movement errors, making them suitable for applications that want prolonged
data capturing.

Choosing between high and low sampling rate sensors depends on the application’s specific
needs. High sampling rate sensors are necessary for tasks that need detailed time-specific
data, while low sampling rate sensors are better for tasks where comfort and longer battery

life are more important.

2.2.4 Deployment in smartwatch

As we moved forward in the ”Non-Exercise Activity Thermogenesis Monitoring Using
Wearable Technology,” we encountered a complex research problem requiring us to think
outside the box. Initially, like many previous studies, we used mobile technology to
collect data from wearable devices, and then we processed that data on remote servers
(we used python as a scripting language and used heroku to setup our server). However,

this approach came with several tough challenges that needed creative solutions:
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High Battery Drain: Using mobile technology for data collection, which required
sending data to a server at specific intervals, placed a considerable strain on the wearable
device’s battery. This strain was primarily due to the need for an active Wi-Fi connection
during these data transmission periods. As a result, this energy-intensive process rendered
the wearable impractical for long-term monitoring, posing a significant obstacle to achieve
continuous and dependable data collection.

Expensive Server Setup: Setting up and maintaining server infrastructure for data
processing was costly, making it less accessible for research projects with limited budgets.
This also limited the scalability of wearable technology solutions, particularly when
considering the potential for increased dataset size in the future. The infrastructure’s
capacity to handle larger datasets became a significant concern, potentially bottle-necking
the system’s ability to accommodate the growing demands of Non-Exercise activity
thermogenesis monitoring.

Security Concerns: Transmitting sensitive user data from mobile devices to remote
servers introduced security risks. Data breaches and privacy concerns became serious

issues, requiring strong security measures and data protection.

Latency Problems: Data collected from wearable devices often experienced delays in
processing on remote servers, leading to slow feedback to users about their activities.
Real-time insights were compromised, affecting the effectiveness of the monitoring system.
Processing Cost for Flat Models: In server-based deployment, preprocessing of data
is necessary before it can be fed into flat models. This preprocessing step consumes
computational resources on the smartwatch, incurring a processing cost that can affect

overall performance and responsiveness.

In response to these challenges, we realized the need for a more efficient and user-friendly
approach. We shifted our research strategy toward deploying machine learning models
directly on smartwatches, bypassing the server-based processing phase. However, this
transition came with its own unique set of challenges.

Flat models, known for their straightforward architectures and minimal computational
demands, had long been a staple in various applications. However, their compatibility
with wearable devices, such as smartwatches, presented substantial hurdles. One notable
limitation was their inability to be deployed directly on smartwatches, primarily due to the
constraints associated with the pickle format file. This challenge prompted us to rethink

our approach and seek alternative solutions.

The transition from traditional flat models to more computationally efficient neural
networks was a critical step in our research. As mobile technology has evolved, we’ve
witnessed the emergence of tools like TensorFlow Lite API, which allows for the integration
of lightweight neural networks directly into Android apps. These TensorFlow Lite (TFLite)
models are specifically designed to be highly efficient and resource-friendly, making them
ideal for resource-constrained devices like smartwatches. With TFLite, we deployed neural
networks directly within the app, eliminating the need for sending data to remote servers

for processing. This not only streamlined the process but also enhanced data privacy and
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security by keeping sensitive information on the device.

However, it’s important to note that while TFLite excels in running lightweight neural
networks, it may not be suitable for flat models, which typically have different architectural
requirements. Therefore, our shift toward more computationally efficient neural networks
was not only in response to the limitations of traditional flat models but also in alignment
with the technological advancements that allow for direct, on-device model deployment,
enhancing the overall efficiency and effectiveness of our monitoring system.

Our innovative solution involved developing and deploying hybrid neural networks directly
on smartwatches. This approach offered several significant advantages:

Improved Security: Eliminating data transmission to external servers eliminated the
security risks associated with data exposure during transit. This direct processing
approach enhanced user privacy and data security.

Real-Time Feedback: Our novel deployment method enabled immediate, real-time
feedback to users. They could now receive timely and accurate insights into their ongoing
activities, greatly enhancing the overall effectiveness of our monitoring system.

No Preprocessing for neural networks: In contrast, when deploying neural networks,
preprocessing becomes unnecessary as these models have the capability to directly ingest
raw sensor data. This streamlined approach not only eliminates the need for preprocessing
but also enhances the efficiency of the processing pipeline on the smartwatch, leading to
improved overall performance.

Assumptions: During data collection using smartwatch we operated under two
assumptions. We assumed that the way our 10 volunteers perform the activity will
generalise for a larger group of volunteers as our sample includes individuals from diverse
age groups. We also assumed that the accuracy of sensors in smartwatch is reliable for
performing data collection and to train our models.

In summary, our research addressed the initial challenges of high energy consumption,
costly server setups, security vulnerabilities, and latency issues associated with mobile
technology and server-based data processing. We overcame these obstacles by developing
and deploying hybrid neural networks directly on smartwatches, resulting in no
requirement of data preprocessing, enhanced data security, and real-time user feedback.
This innovative approach represents a significant advancement in the field of Non-Exercise
activity thermogenesis monitoring, making wearable technology solutions more accessible

and efficient for everyone.
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Table 2.2: Server Deployment and Proposed Solution
Parameter Challenge Proposed Solution
Data Mobile technology with data | Direct deployment of
Collection transmission to servers, high | machine learning  models
Method battery drain, security risks. on smartwatches.
B .
Server sc);ll);l?islli:e issussrvvi]irth rs(’)i?/;lr? On-device model deployment
Infrastructure y & & with TensorFlow Lite API.

datasets.

Data Security

Security risks with sensitive data
transmission to remote servers.

Enhanced user privacy
through local processing.

Dat Del i dat i . y

aa . cays i ata I')I'OCGSS}ng Real-time insights through
Processing on remote servers, impacting ondevice model deploviment
Latency real-time feedback. proy '
P si P si dat C .

rocessing FeprOCEssIng . e on . % | Elimination of preprocessing
Cost for Flat | smartwatch ~ with  processing .

with neural networks.
Models cost.
C tibilit .
Wic;r}ripal Y Inability to deploy flat models | Development and deployment
directly on smartwatches. of hybrid neural networks.

Smartwatches
TensorFlow Integration of lightweight neural | Efficient and secure on-device

Lite (TFLite)

networks into Android apps.

model deployment.




Chapter 3

Related Work

This chapter presents a condensed review of the state-of-the-art contributions with respect
to the following areas within the domain of activity detection. The underlying principle
and limitations, along with the improvements made to these seminal contributions, have
also been highlighted.

3.1 Activity Detection

Activity detection lies at the heart of NEAT monitoring, and in order to correctly detect
activity being performed, various approaches have been explored in the past. Out of
these approaches, sensor-based and vision-based approaches have been the forerunners.
Many studies explore these approaches and showcase how they can be utilised in activity
detection. In wearable devices, sensors like accelerometers, gyroscopes, and others
help detect activity by capturing movement data. Researchers like [10] [11] [12] have
extensively worked on building algorithms that can effectively recognise activities like
walking, running, cycling, and even more specific tasks like stair climbing. [13] [14]
worked on technology that allowed continuous tracking of daily activities and provided
valuable insights into the physical well-being of an individual. On the other hand, the
vision-based approach uses a camera to capture information and analyse human activity,
as represented in this study [15]. With a vision-based approach, activity recognition comes
with its own challenges. One of the biggest concerns lies in privacy and data security;
using a camera that captures visual information may inadvertently capture PII(Personally
Identifiable Information) information , which raises security concerns. Moreover, there is
a hardware challenge due to increasing power and storage demand; devices are becoming
bulkier and less convenient for users to use in day-to-day life [16] [17]. Lighting conditions
become another major factor as vision-based detection does not work under low-lighting
conditions or environmental factors; thus, recording all kinds of activity without a proper
lighting setup is impossible. Data processing intricacies involved with visual analysis
can take time to process and lead to delay and synchronisation challenges. Vision-based
can bring in a lot of contextual details but lacks precision in quantifying smaller and
repetitive activity metrics. To bring accuracy to the system, a vision-based approach
needs a proper camera calibration and lighting setup to give optimal results, which might
be counter intrusive in daily activity detection. Considering both approaches and judging
the situation of COVID-19 protocols, we decided to go ahead with a sensor-based approach

using smartwatch sensors. The rationale behind the sensor-based approach was that we
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wanted to capture granular physical motions, keeping in mind the large-scale deployment
for individual monitoring. We wanted to build high-precision activity detection with the
thought of implementing real-time health monitoring and eradicating privacy-sensitive
concerns. Lastly, we wanted to pick a convenient mode of data collection, which was
fulfilled by the use of wearable smartwatch sensors.

Activity detection in the healthcare industry has created opportunities to enhance the
quality of life for individuals, especially the elderly [16] [18], by preventing illness,
accidents, and disease. Wearable technology has ushered in an era of preventive healthcare
[19]. Continuous monitoring of vital health data, such as heart rate, sleep patterns, and
activity levels, allows for early detection of potential health issues. This proactive approach
can help individuals and healthcare professionals take timely actions to prevent illness and
improve overall health [20].

In addition to that, wearable devices equipped with fall detection and emergency response
features are invaluable for the elderly [21]. These devices can automatically alert caregivers
or emergency services in the event of a fall or medical emergency, providing peace of mind
to both the individuals and their families [22].

3.2 Usage of Multiple Sensors

In the domain of activity recognition research, various studies have sought to achieve high
accuracy in differentiating between activities through the use of sensor-based approaches.
However, a common challenge faced by these studies is the heavy reliance on multiple
sensors for data collection, which may hinder their practicality in real-world scenarios.
The field of activity recognition has seen a plethora of research approaches, each shedding
light on unique aspects and challenges. In the realm of general activity recognition, studies
such as those conducted by Zheng et al. (2017) [23] and Nandy et al. (2019) [24] have
harnessed the power of multiple sensors to achieve remarkable levels of accuracy. Zheng
and colleagues involved 20 volunteers in their study, demonstrating an average recognition
accuracy of approximately 96.0%. However, their dependence on a wide array of sensors,
operating within the frequency range of 5Hz to 50Hz, has raised concerns regarding the
practicality of these systems in real-world scenarios. Similarly, Nandy and the research
team embarked on a comprehensive exploration of activity recognition, encompassing
various activities like sitting, walking, and running. They harnessed the capabilities of
wearable and smartphone-embedded sensors, culminating in an impressive 94% recognition
accuracy. Despite their achievements, the extensive reliance on multiple sensors for data
collection has posed practical challenges.

In the pursuit of advanced activity recognition, innovative approaches have surfaced,
exemplified by the work of Nandy (2020) [25] and Roychowdhury et al. (2018) [26].
Nandy’s work represents a significant leap, capable of identifying both static and dynamic
intense activities, including walking while carrying weight. This advanced system combines

data from a smartphone’s accelerometer and a wearable heart rate sensor. Nandy’s
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work achieved a 96% accuracy using an ensemble model and novel feature extraction
techniques. The approach combined traditional classifiers such as LDA, DT, K-NN,
and SVM, with an ensemble model using stack generalization and a neural network
meta-learner. This method effectively handled variability in smartphone positioning and
user behaviors. However, the practicality of such systems is a point of contention, given the
considerable reliance on multiple sensors. Roychowdhury and the team chose to employ
feature extraction and learning methods to distinguish various detailed activities, such as
slow and brisk walking. Their introduction of a novel feature based on ”jerk” for activity
detection resulted in a remarkable 95% accuracy rate. While the efficacy of these methods
is evident, concerns regarding the practicality of multiple sensor utilization in real-world

settings persist.

The application of Deep Convolutional Neural Networks (CNNs) has emerged as a
promising avenue in activity recognition, a trend observed in studies beyond those
explicitly mentioned here. Deep learning models, particularly when tasked with combining
data from various sensors, exhibit notable accuracy. Noori et al. (2020) [27], in their
work, have likely delved into this challenge, shedding light on the intricacies of achieving
precision through the amalgamation of sensor data using CNNs. However, a common
challenge associated with these systems is their reliance on multiple sensors. This raises
a pertinent question: is the pursuit of high accuracy in activity recognition inherently at

odds with the practicality of sensor usage in real-world applications?

Stepping into the domain of specific activity recognition, Kumari et al. (2021) [28] have
adopted a unique focus on body sensor networks for detecting simple activities like sitting,
standing, walking, and resting. While their research provides granularity in the recognition
of activities, the practicality of employing numerous body-worn sensors in everyday life
remains a legitimate concern. Similarly, Akiduki et al. (2022) [29] have proposed a
sophisticated system for detecting inattentive driving, leveraging not only a heart rate
sensor but also body-worn inertial sensors. The combination of three detection models and
the deployment of a smart anomaly detection algorithm has resulted in pinpoint accuracy
in identifying driver behavior. However, the incorporation of multiple sensors in data

collection may give rise to practical challenges when it comes to real-world implementation.

Within the realm of sensor placement and fusion strategies for optimizing activity
recognition, Tang (2020) [30] has explored the impact of sensor locations. Their findings
suggest that using sensors on areas other than wrists yields superior results, with a
recommended approach of using at least two sensors on non-wrist locations. This

underscores the significance of sensor placement in the pursuit of recognition accuracy.

Maylor (2023) [31] delves into the relationship between physical activity volume and
intensity and their impact on cardiometabolic health. However, their study, which involves
accelerometers worn on both the thigh and wrist, raises concerns about the practicality of

deploying multiple sensors on various body parts in real-world scenarios.

Sensor fusion strategies, as showcased by Awais et al. (2016) [32], Attal et al. (2015)

[33] and Ullah et al. (2021) [34], offer an avenue for enhanced recognition accuracy.



34 Chapter 3. Related Work

Attal’s study effectively utilizes three wearable accelerometers situated at the subject’s
chest, right thigh, and left ankle for the classification of typical daily human activities.
Ullah et al. introduce a framework consisting of a 3-axis accelerometer, 3-axis gyroscope,
and temperature sensor worn on the body for classifying physical activities, achieving
commendable recognition rates. Nevertheless, these findings underscore the potential

limitations of employing multiple sensors in real-world scenarios.

In the era of deep learning, Saeed et al. (2022) [35] demonstrate that deep learning
methods outperform traditional machine learning techniques for activity recognition. The
remarkable accuracy and efficiency of deep learning methods are exciting but come with

practicality concerns, especially when multiple sensors are required.

Anand et al. (2021) [36] take an innovative approach, utilizing sensors placed on
individuals’ bodies to teach computers how to learn, akin to training a dog to perform tricks
step by step. While their approach introduces a novel perspective on activity recognition,
it also underscores the practical challenges of employing multiple sensors in real-world
applications. In a similar vein, Eska et al. (2023) [37] offers an interesting perspective
on the practicality aspect. They developed a system called REPLAY, aimed at providing
real-time feedback during exercise using heart rate monitors and motion trackers. This
system employs sensors, including heart rate monitors and motion trackers, to show users
their physiological data while engaging in high-intensity interval training (HIIT). However,
a drawback to their approach is the need for multiple sensors to collect this valuable

information.

IoT systems and wearable sensors, as explored by Uday et al. (2018) [38], offer real-time
monitoring and data transmission to cloud-based platforms. These systems, while effective
in monitoring stress levels and physiological data, confront issues associated with the use
of numerous sensors. These diverse research avenues provide promising insights into the
capabilities of multiple sensors and challenges related to their practical implementation in

real-world scenarios.

In a study with a focus on monitoring the health and activities of older adults, Bourke et al.
(2017) [39] conducted research that involved two distinct settings: a controlled laboratory
environment and the participants’ daily routines. The participants were equipped with
up to 12 sensors to capture their movements, and high-speed video recordings were used
to track their motions. While this methodology yielded valuable insights into the health
and activities of older individuals, it also brought to the fore concerns regarding privacy,
particularly due to the use of video recording. Furthermore, the feasibility of relying
on a multitude of sensors for real-life applications in the context of older adults’ health

monitoring deserves consideration.

The deployment of multiple sensors on the body for activity recognition presents a
complex trade-off. While Aly et al. (2015) achieved accurate real-time activity monitoring
using off-the-shelf 3D accelerometers, the practicality of using multiple body-worn sensors
may not always be feasible [40]. Davoudi et al. (2021) delved into the placement

of accelerometer devices on various body parts to estimate energy expenditure but
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acknowledged the limitations and impracticality of employing multiple sensors in everyday
situations [41]. Wolff et al. (2018) explored head-mounted sensors for activity recognition,
highlighting the challenges of practical, real-life applications, particularly for capturing
subtle movements [42]. Similarly, Nam et al. (2013) argued against the practicality of
simultaneously employing a camera and multiple sensors for activity detection in real-world
scenarios [43]. Hoelzemann et al. (2019) synchronized signals from body-worn sensors but
noted that the utilization of multiple sensors might not always be realistic [44]. Rokni
et al. (2017) discussed the addition of new sensors at various body locations but also
acknowledged the limitations of employing multiple body sensors [45]. Staudenmayer
et al. (2009) employed a multi-sensor network, recognizing that the use of multiple
accelerometers for activity detection may impose constraints on real-world practicality [46].
These diverse studies collectively underscore the inherent tension between the pursuit of
high accuracy in activity recognition and the practical challenges associated with deploying

multiple sensors on the body in real-world scenarios.

3.3 Usage of high energy consuming sensors like Heart Rate
and GPS

In the field of physical activity monitoring research, the utilization of high-energy intensive
sensors has presented a persistent challenge when it comes to monitoring physical activity
over extended periods. Researchers from various categories have extensively explored this
issue, shedding light on the limitations and practical challenges associated with these
high-energy sensors. Here’s a more detailed expansion of the insights and findings from
the mentioned studies:

Precise Energy Expenditure Estimation: Two notable studies, Costa et al. (2015)
[47] and Suh et al. (2017) [48], have tackled the challenge of estimating energy expenditure
during physical activities. Costa et al. employed a combination of GPS and heart rate
monitors, aiming to provide highly accurate estimates. While their approach did yield
precise results, it wasn’t without its challenges. Notably, the energy demands of heart
rate monitors posed practical issues, potentially limiting the viability of this method for
long-term activity tracking. Suh et al., on the other hand, explored various physical
activities using accelerometers alongside high-energy sensors such as electrocardiograms.
Their findings emphasized the limitations of continuous and extended activity tracking,
where energy consumption emerged as a significant constraint.

Pedometers and Heart Rate Sensors: Freedson et al. (2000) [49] and Eckard et
al. (2019) [50] have contributed to the discourse on precise physical activity tracking,
primarily utilizing pedometers and heart rate monitors. Freedson’s work involved the use
of a pedometer and a heart rate sensor, but it became evident that continuous monitoring
with energy-intensive sensors like heart rate monitors posed practical challenges. Eckard
turned to heart rate sensors as a means to measure physical activity during exercises,

yet similar to Freedson’s findings, the use of high-energy sensors for prolonged activity
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detection was found to be unfeasible.

Wearable Devices for Monitoring Older Adults: Schrack et al. (2018) [51] focused
on monitoring physical activity in older adults using wearable gadgets such as physical
activity trackers and heart rate monitors. While wearable devices have shown promise in
tracking activity, Schrack et al.’s research revealed that the energy requirements of these
sensors could present hurdles for long-term monitoring, particularly in the context of older

adults who may require extended tracking due to health considerations.

Fatigue Assessment: Allik et al. (2022) [52] explored the assessment of fatigue
with heart rate sensors. Their work brought to light the limitations associated with
using high-energy sensors like heart rate monitors for extended activity monitoring.
These limitations included not only practical issues but also the potential discomfort for

individuals undergoing extended monitoring.

Combining Heart Rate and GPS: In a study conducted by Michanikou et al. (2023)
[53], individuals were equipped with smartwatches containing both heart rate monitors and
GPS for physical activity tracking. While this combination seemed promising for precision
and versatility, Michanikou questioned the practicality of using energy-consuming sensors
like GPS and heart rate monitors for extended monitoring. The power demands of these

sensors might pose challenges in terms of battery life and, therefore, continuous monitoring.

Sports Monitoring: In a research paper by Grigoroiu et al. (2021) [54], a study
was conducted with a cohort of six female athletes, each equipped with personalized
monitoring tools. These tools included wristwatches and chest belts designed for heart rate
measurement. Additionally, athletes maintained dedicated Polar Flow accounts, allowing
the seamless transmission of data captured by their wristwatches. The study utilized a
Polar M400 Heart Rate Monitor to measure heart rate in beats per minute accurately. The
accompanying software played a pivotal role in enabling athletes to amass a wide array of
data during various activities, including physical training sessions, tennis practices, and
routine daily activities. Notably, the data was represented as percentages, providing a
comprehensive overview of their daily exertions and progress. However, it’s worth noting
that the use of energy-intensive sensors, like heart rate sensors, for extended activity

monitoring may present practical challenges.

In addition to the above categories, several other studies have explored physical
activity monitoring using high-energy sensors. For instance, Eskandari (2022) [55]
evaluated heart rate responses using wearable electrocardiogram recorders, achieving
notable classification results but encountering challenges due to sensor energy demands.
Charvatova (2017) [56] correlated heart rate with changes in altitude using GPS and
heart rate sensors, highlighting the impracticality of energy-draining sensors like GPS for
extended monitoring.

Allahbakhshi (2020) [57] combined GPS and accelerometer data for physical activity
classification, recognizing the challenges posed by energy-consuming sensors like GPS
for prolonged monitoring. Nakanishi (2015) [58] used triaxial accelerometers and heart

rate monitors to classify physical activities, acknowledging the difficulties of long-term
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monitoring with high-energy sensors like heart rate monitors.

Muggeridge (2021) [59] discussed identifying exercise types using heart rate monitoring
devices but noted the limitations of relying on energy-draining sensors like heart rate
monitors for extended periods. In the scholarly work detailed in the research paper by
Garcia (2020) [60], the dataset under examination is an amalgamation of sensor-generated
measurements harnessed from a smartphone. The encompassed sensors include the
accelerometer, gyroscope, magnetometer, and GPS. These measurements are purposefully
associated with four specific activity categories: inactivity, general physical activity,
walking, and driving. Nevertheless, the endeavor to sustain prolonged activity tracking
encounters significant hurdles when contingent upon the utilization of high-energy sensors
such as GPS. Koffman et al. (2023) [61] have embarked upon a mission to quantify physical
activity using easily accessible wearable devices, with a particular focus on monitoring
heart rate and step count. The central objective of their study revolves around the
identification of clinically significant subgroups among individuals who have undergone
the experience of a stroke, but continuous monitoring with energy-consuming sensors like
heart rate monitors presented challenges. Yan et al. (2014) [62] introduce the Dynamo
lifestyle intervention, a comprehensive program strategically crafted to stimulate physical
activity and diminish sedentary behavior among children manifesting cardio-metabolic
risk factors. The study conducted by the authors encompassed the real-life tracking
of children’s movement, activity levels, and heart rates over a span of one week. The
dependence on energy-intensive sensors, with heart rate monitors as the prominent
example, engenders substantial complexities in the context of continuous, long-term
physical activity monitoring. An in-depth examination was conducted by Li (2022) [63]
on ten distinct dance teaching methodologies, with a particular emphasis on integrating
heart rate monitoring in tandem with acceleration motion sensors. This integrated
approach allowed the researchers to quantify the energy expenditure associated with sports
dance instruction, offering a precise and comprehensive measurement framework, revealing
limitations in relying solely on high-energy sensors like heart rate monitors for extended
activity tracking. An innovative approach by Floris et al. (2020) [64] to physiological
monitoring was investigated. The study involved the observation of thirty healthy
participants in various resting positions, including sitting, standing, and supine. During
these observations, participants were equipped with accelerometers, gyroscopes, and a
virtual reality (VR) headset for a duration of 30 seconds. Mean heart rate (HR) estimation
was derived from a 1-lead electrocardiogram (ECG). The primary limitation of this study
is the reliance on multiple devices, which could introduce discomfort and mobility issues
for participants, as well as the method’s inherent focus on heart rate estimation, making
it less versatile for the analysis of diverse physical activities, necessitating caution when
interpreting findings from a data science standpoint. Doddabasappla (2021) [65] classified
cough signals using a tri-axial accelerometer sensor but highlighted concerns about battery

consumption due to the higher data collection frequency.

In summary, these studies collectively underscore the challenge of utilizing high-energy
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intensive sensors for prolonged and continuous activity monitoring. While these sensors
have demonstrated the precision of data collected, their practicality in real-world scenarios
is limited, emphasizing the need for more energy-efficient sensor technologies to overcome
these challenges. Developing sensors that strike a balance between accuracy and energy
efficiency is crucial to advancing the field of physical activity monitoring, making it more

practical for real-world, long-term applications.

3.4 Usage of High Frequency data

Numerous groundbreaking studies have made remarkable strides in classifying various
human modes of locomotion and activities within the domain of activity recognition
utilizing high-frequency sensors. These studies harness an array of sensor technologies,
providing us with valuable insights into the intricacies of high-frequency data capture and
analysis.

High-Frequency Accelerometer-Based Recognition: Junker et al. (2004) [66] and
Figueira et al. (2016) [67] emerged as trailblazers in the realm of accurate classification
of human locomotion using body-worn acceleration sensors. Junker et al. prioritize the
classification of different human modes of locomotion by leveraging body-worn acceleration
sensors. Their results demonstrate that precise classification can be achieved with a
relatively high data sampling frequency of 20 Hz and a modest 2-bit resolution. While
Figueira et al. they achieved a remarkable accuracy of 94.5% in human activity detection.
This was accomplished through the utilization of two sensors: the accelerometer, which was
sampled at a rate of 30 Hz, and the barometer, which was sampled at 5 Hz. Nonetheless,
it’s important to highlight that the increased data sampling rate presents a significant
challenge in the form of heightened power consumption, which could potentially have
implications for battery life in real-world applications.

Integration of Multiple Sensors: Wan et al. (2020) [68] embarked on a novel path
by integrating a medley of sensors into a real-time data transfer platform, enabling data
retrieval at frequencies reaching up to 100 Hz. While their primary focus revolved around
recognizing motion sequences, this ambitious study illuminated challenges related to
processing demands, battery drainage, and the practicality of employing multiple sensors.
Bruno et al. (2014) [69] and Reiss et al. (2012) [70] ventured into the high-frequency sensor
data arena by collecting information from multiple body-worn Inertial Measurement Units
(IMUs) at an impressive 100 Hz. In the research conducted by Bruno et al., a dataset
derived from nine subjects participating in 18 distinct activities was employed. These
subjects were equipped with three Inertial Measurement Units (IMUs) sampled at a rate
of 100 Hz, in addition to heart rate monitors operating at 9 Hz. Similarly, Reiss et
al. curated a dataset encompassing 18 distinct activities executed by 9 subjects. Each
subject wore three Inertial Measurement Units (IMUs) situated on the wrist, chest, and
ankle, with data recorded at a sampling rate of 100 Hz. This dataset has been made

publicly accessible and was subsequently employed in four classification tasks employing
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standard processing techniques and five different classifiers. However, it’s important to
understand that the high data collection frequency can genuinely raise concerns about
potential data disturbances, greater demand on battery life, and the energy requirements
of heart rate sensors. These are vital considerations for data scientists working with

sensor-based datasets.

Simultaneously, Stisen et al. (2015) [71], Banos et al. (2014, 2015) [72] [73], and
Chavarriaga et al. (2013) [7] expanded the horizons of data capture by introducing
smartwatches, smartphones, and a variety of body-worn and environmental sensors. In
the study by Stisen et al., a distinctive data collection method involving four smartwatches
and eight smartphones situated at the waist or in pouches was employed with a notably
high sampling frequency. Banos and colleagues, in their work, presented mHealthDroid,
an open-source Android implementation for biomedical app development. They utilized
Shimmer wearable devices on ten subjects at a high 50 Hz frequency. In another paper by
Banos et al., a precise activity recognition model was crafted and successfully validated
under both offline and online conditions. However, it’s worth noting that they adopted
a notably high data sampling frequency of 50 Hz and incorporated multiple Shimmer
wearable sensors positioned on the right wrist, left ankle, and chest. The challenge
here lies in managing the higher frequency and the integration of multiple body sensors.
Chavarriaga et al. employed an array of sensors, including body-worn sensors at various
positions, such as the upper body, hip, leg, and shoes, as well as environmental sensors.
While this comprehensive approach provides rich data sources, it’s important to note that
using multiple sensors in real-world activity recognition scenarios poses certain challenges

and limitations.

High-Frequency Smartphone-Based Recognition: Hnoohom et al. (2017) [74],
Reyes et al. (2014) [8], Khan et al. (2018) [75], and Zhu et al. (2019) [76] ventured
into the realm of high-frequency data with recognition systems primarily reliant on
smartphones. Across these studies, a common thread unravels as authors navigate the
intricacies of high-frequency data sampling and the integration of multiple sensors or
devices. Hnoohom’s data collection involved the placement of a smartphone in both
the left and right trouser pockets, and data was sampled at a rate of 50 Hz. The
primary objective was to identify and classify six physical activities: standing, sitting,
lying down, walking, walking upstairs, and walking downstairs. The experimental findings
shed light on the synergistic potential between accelerometer and gyroscope data, which
led to significant improvements in the accuracy of activity recognition. Moreover, the
integration of ensemble learning techniques proved instrumental in enhancing accuracy,
culminating in an impressive 91.16% accuracy rate. In a similar vein, Reyes and their
research team introduced an online Human Activity Recognition (HAR) system with an
impressive 50 Hz sampling rate. This frequency, although valuable for capturing nuanced
details of human activity and postural transitions, came with a distinct trade-off. The
higher data collection frequency invariably meant more intensive usage of smartphone

batteries. This challenge was significant, as it could potentially limit the duration such
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systems could operate in the real world, where extended data collection periods are often
necessary. The work by Khan et al. introduced a transductive transfer learning model
that sought to minimize the reliance on extensive labeled training data. Data collection
involved two smartphones and a smartwatch, all synchronized at a 50 Hz sampling rate.
Here, too, the emphasis on high data frequency and the incorporation of multiple sensors
presented its unique set of challenges. The data processing requirements escalated, and
the energy consumption surged. These challenges could pose substantial hurdles in
practical, real-world applications. Lastly, Zhu and colleagues proposed a human activity
recognition framework employing convolutional neural networks (CNNs) in tandem with
smartphone sensor data, encompassing the accelerometer, gyroscope, and magnetometer.
Data was diligently collected at a 50 Hz frequency, with smartphones positioned in different
configurations, such as handheld, trouser pocket, and backpack. Once again, the dual
challenges of high data frequency and the involvement of multiple sensors emerged as
pivotal limitations. While the richer dataset enabled sophisticated analysis, the increased
data load and battery consumption could make deployment in real-world settings a
complex endeavor. These limitations underscore the critical importance of meticulously
balancing the pursuit of high-quality data with the practical constraints of battery life

and data processing capabilities in sensor-based research and applications.

Deep Learning Approaches: Dua (2021) [77], Chen et al. (2015) [78], and Wang
et al. (2021) [79] dived deep into high-frequency datasets sampled at 100 Hz to deploy
deep learning methodologies for activity classification via smartphones. They opened
up new possibilities by circumventing the need for manual feature extraction. In the
study conducted by Dua, a high-frequency dataset operating at 100 Hz was employed
to construct a Deep Neural Network model. This model cleverly integrated components
of Convolutional Neural Networks and Gated Recurrent Units, allowing for automatic
feature extraction and accurate activity classification. An intriguing aspect of this
approach is the utilization of raw sensor data, which eliminates the need for manual
feature extraction. However, it’s crucial to remain mindful of potential data noise and the
increased battery consumption associated with the elevated sampling frequency used in
this study. Similarly, in the research paper authored by Chen et al., the authors proposed a
human activity recognition method leveraging acceleration data and Convolutional Neural
Networks (CNN). Data was collected from smartphones situated at both waist and trouser
pockets, sampled at a high frequency of 100 Hz. The emphasis on a higher data frequency
and the use of multiple body sensors introduced distinct challenges in data processing and
energy consumption. In the work by Wang et al., a recurrent attention network (RAN)
was introduced to address the complex tasks of sequential, weakly labeled multi-activity
recognition and location estimation. Data collection involved iPhones sampled at a rate
of 50 Hz. However, it’s vital to acknowledge that the increased data frequency, although
beneficial for the tasks at hand, may potentially impact battery life, a crucial consideration
in the practical deployment of such systems. As data scientists, balancing data quality and

the constraints of real-world implementation remains a constant challenge in sensor-based
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research.

Wearable Device-Based Recognition: Sztyler et al. (2017) [80], Kruger et al. (2017)
[81], and Bhat et al. (2020) [82] embark on the exploration of various aspects related to
wearable devices and data collection. Sztyler et al. investigate the recognition of wearable
device positions through a series of comprehensive experiments. These experiments involve
the placement of devices on different parts of the body, with data sampled at a frequency of
50 Hz. Similarly, in the study by Kruger and colleagues [81], the authors curate a dataset
using wearable devices positioned at various locations on the body. Notably, the data
collection in this context occurs at a higher sampling rate of 110 Hz. In a separate study
by Bhat et al. [82], the authors introduce the w-HAR dataset, a resource containing labeled
data from 22 users, for the purpose of classifying seven distinct activities. They leverage
design space exploration to optimize a neural network architecture for activity classification
to accomplish this task. Furthermore, two online learning algorithms are applied to adapt
the classifier for users not initially included during the design phase. Data collection in
this study is noteworthy for its exceptionally high frequency, recorded at 250 Hz, and
originates from a wearable device placed on the right ankle. However, it is of utmost
importance to acknowledge the challenges stemming from this intensified data collection
frequency and the incorporation of multiple body sensors. These challenges encompass
effective data processing and mindful energy consumption, both essential considerations

in the realm of practical applications.

In the paper authored by Laput et al. [83], the development of a custom smartwatch kernel
is documented, which allowed for a remarkable increase in the accelerometer’s sampling
rate, reaching an impressive 4000 Hz. This enhancement was instrumental in enabling the
recognition of a wide array of hand gestures, thus enhancing expressive input capabilities.
However, it’s crucial to be cognizant of the challenges introduced by this high sampling
frequency, notably the potential for data noise and increased battery usage, aspects that

warrant careful consideration in practical applications.

Similarly, in the research paper by Anguita and his colleagues [84], an Activity
Recognition database was meticulously curated, involving 30 subjects engaging in various
daily activities while equipped with smartphones containing embedded inertial sensors
positioned at the waist. The study also integrated acceleration sensors at 12 different
positions, capturing data at a relatively high frequency of 30 Hz. While the results
discussed the effectiveness of a multiclass Support Vector Machine (SVM), it’s imperative
to acknowledge the challenges that emerge from the higher data frequency and the
incorporation of multiple body sensors, both of which can pose substantial complexities

in data processing and analysis.

In the article authored by Chatzaki et al. [85], a comprehensive assessment focused on
the utilization of a smartphone’s acceleration sensor for human activity and fall detection.
This assessment spanned 12 distinct activities of daily living (ADLs) and four types of
falls. The data collected was sampled at an approximate frequency of 100 Hz, which

introduced noteworthy challenges linked to higher battery depletion due to the elevated
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data collection frequency. It’s crucial to address these considerations, particularly in
scenarios where prolonged data collection is essential.

In the research paper authored by Weiss [86], data collection employed both smartphones
and smartwatches, featuring a sampling rate of 20 Hz. Smartphones were placed
in the right pants pocket, while smartwatches adorned the subjects’ dominant hand.
Nevertheless, it’s essential to recognize the challenges associated with the increased data
frequency and the integration of multiple body sensors, which can introduce complexities
that demand careful management and analysis.

In summary, these comprehensive studies have significantly advanced the field of activity
recognition by harnessing the capabilities of high-frequency sensor data. They have
concurrently underscored the persistent challenges linked to the management of increased
processing demands, the mitigation of data noise, and the preservation of battery

life—crucial considerations for practical applications in real-world scenarios.

3.5 Latest research trends

Researchers have made significant advancements in Activity Recognition. This field has
gained popularity in health care, smart homes, sports, game controls and elderly care.
[87] focused on distinguishing basic actions and transition actions (e.g., standing and
sitting) in HAR. Their primary contribution is the introduction of hybrid deep learning
models with a combination of CNN (convolutional neural networks) and LSTM (Long
Short-Term Memory) networks. This model uses CNN for local feature extraction and
LSTM for time-dependent relationships. The research later presents superiority over
other models using similar datasets. Recent research by [88] introduces a HAR system
using smartphone and smartwatch data to identify 18 different physical activities. It
combines a CNN and BiGRU (bidirectional gated recurrent unit) for feature extraction.
It uses SLFN (single-hidden-layer feed-forward neural network) with RELM (regularised
extreme learning machine) for activity recognition. This system significantly enhances
activity detection, providing a reliable method to monitor mental and physical health and
improving elderly care. Another research [89] compares various deep learning techniques
for HAR using smartwatch data. They evaluate three methods for recognising daily
activities. Later, they showcase how DeepConvLSTM architecture is the most effective.
Results showcase the potential to understand user routines, benefitting applications in
monitoring daily tasks and physical tasks. Another research [90] in the domain of health
monitoring explores the impact of physical activity (PA) on myopia. They developed
a smartwatch-based model to differentiate indoor and outdoor PA activities accurately.
They merged light intensity sensing with accelerometer data for precise PA segmentation.
The study highlights SVM’s effectiveness in handling high-dimensional data and its
performance in PA classification compared to other machine learning models.

The progress in activity recognition technology promises enhanced quality of life by

enabling more efficient health monitoring. As researchers continue to explore and refine
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these technologies, activity recognition is projected to become an integral part of various

fields, driving innovation and improving everyday life.

3.6 Key limitation and challenges of Related Work

Related work in NEAT activity detection showcases several limitations. Researchers
working with wearable sensor technology raise a significant challenge with sensor accuracy
and calibration specially those who are working with multiple devices at multiple positions.
The major challenge is the inconsistency of sensor calibration across those multiple devices
and brands, which leads to discrepancies in data accuracy. Our objective is to use a single
sensor device source for data collection to minimise the challenge with data collection such
as calibration. Multiple devices and multiple positions pose practical challenges too which
are to be removed by use of a single sensor.

Multiple studies highlight the challenge of coping with the battery life of wearable devices.
Data collection done on a higher frequency majorly reduces the battery life, which in turn
limits the continuous monitoring of a device. Frequent recharging of the device defeats
the device’s practicality and negatively affects user compliance, as the user is less likely
to wear the device for a longer period, reducing the reliability of the data collected. Use
of low-frequency data limits the diversity and richness of features that can be extracted
and in turn impacts the performance of the activity recognition models. Our objective is
to work with as low as possible frequency without compromising accuracy of the data.
Differences in user behaviour, device usage and environment challenges introduce biases
and reduce the generalizability of findings, posing another challenge. Our objective is to
work in a semi controlled environment so that the training data for the model is good.
Continuous monitoring with vision-based systems raises significant privacy concerns due
to the storage and processing of video data containing personal information. To address
these issues, we need secure, efficient, and user-friendly solutions that protect privacy and
build user trust. Our objective is not only to preserve individuals’ privacy but also to use
lightweight data, such as text-based or structured data like csv files, which is easier to

process compared to audio or video data.
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Chapter 4

NEAT Activity Detection using
Smartwatch at Low Sampling

Frequency

4.1 Problem Scope

Our work aims to build a classification model that can differentiate between typical
Non-Exercise Activity Thermogenesis (NEAT) activities within a home environment.
Focused activities include cooking, sweeping, mopping, walking, climbing up, climbing
down, and non-NEAT activities (e.g., watching television and desk work). Due to
COVID-19 restrictions and curfews, we choose to perform activities that could be easily
performed in-home setup and are part of daily routine. The challenge lies in building
a model capable of working with low-frequency data (1Hz), as NEAT activities are not
easily separable at this granularity. The primary objective is to develop a model discerning
typical home activities using data from smartwatch sensors, specifically the accelerometer
and gyroscope [91]. Targeting seven activities, the classifier aims to operate with data
sampled at a low frequency of 1Hz. The model’s value extends to health monitoring
applications, especially during pandemic scenarios where individuals are confined to home
environments [92]. Such applications could track NEAT activities, crucial for maintaining
physical activity during a lockdown. The ideal NEAT activity recognition solution should
utilize readily available hardware (smartphone or smartwatch) and be energy-efficient,
considering the likelihood of NEAT activities spreading throughout the day. This work
presents a smartwatch-based solution for NEAT activity recognition, emphasizing energy
efficiency achieved by reducing sensor sampling rates ([93]). Table 4.1 shows battery
consumption at different sampling rates, based on our experiments conducted at various
frequencies. We performed the data collection process for 5 hours for each frequency. The

findings discussed here are further elaborated in [94].

Frequency ‘ Battery

10 Hz 93%
5 Hz 86%
1 Hz 78%

Table 4.1: Total Battery consumed in 5 hours
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While low sampling frequency ensures good battery life, it is essential to note that activities
focused here cannot be easily discerned in low-frequency data. Table 5.1 illustrates the
total accuracy (for our activities of interest) obtained by different classification techniques
on data sampled at 10Hz, 5Hz, and 1Hz. As the table shows, the performance of the

classifiers drops down significantly as the sampling frequency is reduced to 1Hz.

Frequency ‘ 1Hz ‘ 5Hz ‘ 10Hz
KNN 74 85 89
Multi-layer Perceptron 71 82 89
SVM 78 87 92
Logistic 61 71 81
Random Forest 47 53 61
Naive Bayes 60 67 73
XGBoost 81 89 94
Our Model 4.1 87 94 96

Table 4.2: Accuracy of different classifiers on 1Hz, 5Hz, and 10Hz sampled data (2 sec
windows 50% overlap.)

4.1.1 Challenges

One challenge in our research was dealing with the limited feature set caused by fewer data
points at low sampling frequencies. This makes it harder to extract a wide range of detailed
features for recognizing activities. High-frequency data provide more opportunities for
capturing diverse and detailed features. To tackle this, we focused on extracting strong
features using ECDF and statistical features (mode, max, median, lower quartile and
standard deviation) over varied window lengths (e.g., 2, 4 and 6 seconds) to ensure we
had enough information for accurate classification.

Another challenge was distinguishing between similar activities, which can be tricky
with low-frequency data. For example, slow walking and standing might look similar
in accelerometer readings at 1Hz. To address this, we used a hierarchical model that
classifies activities step by step, gradually narrowing down the options and improving
accuracy. By using multiple classifiers in a hierarchical structure, the system could better

handle similar activities and improve overall recognition performance.

4.2 Scope of chapter

This chapters objective is to explore the potential of using low-frequency (1Hz)
smartwatch data, specifically from accelerometer and gyroscope sensors, to accurately
detect Non-Exercise Activity Thermogenesis (NEAT) in a home environment. Given the
inherent challenges of working with low-frequency data, the research is guided by the

following objectives:

1. To determine whether low-frequency (1Hz) data from smartwatch sensors,
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4.3

4.4

specifically accelerometer and gyroscope, can accurately distinguish between various
NEAT and non-NEAT activities.

. To improve the classification accuracy of a hierarchical model compared to traditional

flat classification models in identifying activities from low-frequency smartwatch
data.

To identify which features derived from accelerometer and gyroscope data, such as
mode, max, median, lower quartile, and standard deviation, are most influential in

distinguishing NEAT activities at low sampling rates.

To assess how the overlap in data window length impacts the accuracy of activity

classification at low sampling rates.

Contributions

. Hierarchical model to identify 7 activities: Our hierarchical model (Figure

4.1) is novel since existing work on these activities does not address a hierarchical
approach, and even if a hierarchical model exists in prior research like [95] and [96],
their models do not include the specific set of activities (our chosen seven) that we
have considered. Our major contribution is the development of a hierarchical model
that can accurately identify the following seven different types of activities typically
performed in a home setting: (a) cooking, (b) sweeping, (¢) mopping, (d) walking,
(e) climbing up, (f) climbing down, and (g) non-NEAT activities.

. Low Frequency: Our proposed model (Figure 4.1) can work with data sampled

at low frequency (1Hz). Although there has been existing work done using
high-frequency sampling rates, we are focusing on achieving the best accuracy despite
working with low sampling frequencies. Our focus is to maximize accuracy while
minimizing the sampling frequency, thus making it an energy-efficient solution.
Additionally, we try to use battery-efficient sensors such as accelerometers and

gyroscopes, instead of battery-draining sensors like GPS and heart rate monitors.

Real-Data: We experimentally evaluated (trained and tested) our proposed model
(Figure 4.1) on real data collected using a smartwatch (Due to COVID restrictions
and in-home setting we could choose limited number of volunteers). Additionally, we
compared our model’s accuracy with many other models, and our model’s accuracy

proved to be the best among them.

Our Proposed Approach

4.4.1 Inspiration

This chapter is influenced by the work I presented in [97], where a hierarchical model was

created for classifying activities during a metro journey. Initially employing flat models
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for efficient activity classification, we extend this approach to detect NEAT (Non-Exercise
Activity Thermogenesis) and non-NEAT activities using smartwatch sensors. This chapter
follows a similar methodology to adapt the hierarchical model’s success in metro journey
activity classification to the nuanced context of distinguishing NEAT and non-NEAT

activities through smartwatch sensor data.

4.4.2 Preprocessing and Features

The raw sensor values are in the form of time series data 7, which are divided into a set of
overlapping windows (W) for the purpose of training. Two temporally adjacent windows
w; and w;11 in W can have a degree of overlap defined by the parameter 6. We set the value
of 6 to be 0 and 0.5. When 6 = 0, there is no overlap. When 6 = 0.5, there is 50% overlap
among the consecutive windows. This overlapping of 50% essentially creates another data
point between two otherwise non-overlapping (but temporally adjacent) windows. This,
in turn, helps in learning a more robust model by reducing the effect of outlier data. In
fact, our experiments also show that all models obtain higher accuracy in the case of
overlapping windows (details in Section 5.5). Each window is of length w. We considered
w to be 2, 4, and 6 seconds.

Accelerometer Individual Axis Features: Accelerometer gives the output in all three
dimensions, i.e., x-axis, y-axis, and z-axis. Therefore, for a specific window w; € W, there
will be a three-time series of acceleration values consisting of a,, a,, and a,. We apply five
statistics features on each three-time series in a window — (1) mode, (2) max, (3) median,
(4) lower quartile, and (5) standard deviation. Hence, we have 15 combinations possible,
i.e., each axis (3) paired with each of the statistical features (5). Please note that we have
considered the raw sensor values, and no filter was applied before sending it for calculating
the statistical features.

Accelerometer Magnitude Features: This feature is found using the formula a4y =
\/a2 + a2 +a2. So given the individual axis of the accelerometer, we can find out its
magnitude for a given time instant. For this feature as well, we find out the same five
statistical features (mode, max, median, lower quartile, and standard deviation) for each
window w; € W. There is no filter used before finding the magnitude here as well.
Gyroscope Individual Axis Features: Gyroscope sensor gives the angular motion
speed of the device worn or carried by a person. Just like an accelerometer, a gyroscope
also gives a three-dimensional output for the x-axis, y-axis, and z-axis. We denote the
resulting time series as g, gy, and g.. Along with accelerometer values, the orientation of
the device given by the gyroscope sensor is also useful in detecting the user’s motion. We
find the previously mentioned five statistical features for each of the axes given in a time
series window having a total of 15 statistical features.

Gyroscope Magnitude Features: Just like accelerometer magnitude, we also find
out the overall magnitude of the gyroscope sensor along the individual axis as gmeg =
\/ 9% + g2 + g2. After computing the magnitude, we preprocess it by finding out the five

statistical features (mode, max, median, lower quartile, and standard deviation) for each
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9mag over the window length. Henceforth, we get five features from this category as well.

4.4.3 Proposed Hierarchical model

We demonstrate our proposed hierarchical learning model for distinguishing the seven
NEAT activities, viz., Cooking, Sweeping, Mopping, Walking, Climbing up, Climbing
down, and non-NEAT in Figure 4.1.

Binary classifier A
Non-Leg motion Vs Leg motion

Binary classifier B Binary classifier C
Non-Leg Motion Leg Motion
Detect hand movement Detect Swing vs Non-Swing

Binary Classifier D Binary classifier E
Swing Motion Non-Swing Motion
Sweeping + Moping Climb up + down + walk
Bmary classifier F
Sweeping Mopping Climb down + walk

Figure 4.1: Proposed hierarchical model for distinguishing the NEAT and non-NEAT
activities.

As shown in Figure 4.1, our proposed hierarchical model is a combination of various
binary classifiers (A, B, C, D, E, and F), i.e., at each level, we are doing the classification
only between two classes. The two classes were formed so that the most alike ones were
clubbed together; they were separated from the rest of the ones. We first check if the action
involves a change in the location, i.e., leg motion. If it does not, then we separate it at
the root node itself. That is why our topmost level classifier “A” distinguishes “Cooking”
and “non-NEAT” from the rest of the classes. We merge the Cooking and non-NEAT
classes into one class and the rest into another. On the second level on the left-hand
side, we separated the non-leg motion data and made a classifier “B”, which distinguishes
further into non-NEAT and Cooking. We know that there is hand movement in cooking
with minimal leg motion, unlike non-NEAT with minimal or no hand movement involved.
Hence, those are distinguishable among themselves.

In the second level on the right-hand side (Classifier “C”), we separate the hand swing
motion from the non-swing motion. If there is a detection of swing motion, we move further
to the left subtree and categorize it into Sweeping + Mopping. If there is a detection of
non-swing hand motion, we move further to the right subtree and categorize it into the
climb up 4+ down + walk. Later, Classifier “D” classifies the data into sweeping and
mopping. In the last level, we have distinguished climb up from Climb down + walk using

classifier “E” because of the similarity in hand motion between the climb down and walk
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classes. Later, classifier “F” classifies into climb down and walk.

Implementation of the Learning Model: We have seven different class labels — 1
being the cooking class, 2 being the sweeping class, 3 being the mopping class, 4 being the
walking class, 5 and 6 are climb up and climb down respectively, and 7 is the non-NEAT
class. We take the training data, perform the masking, and send it through all the available
classifiers. The classifier, that gives the best accuracy among all, is chosen as the final
classifier for that level. At the root level, we first mask our training data into “17” vs
“23456”. The data labels of “17” correctly classified are directly given to the classifier “B”
for further classification between 1 and 7. Once the “23456” data is passed through the
top-level Classifier “A” and correctly classified, it is masked again into “23” vs. “456”.
Here, the wrongly classified ones are thrown away. The data labels of “23” correctly
classified are directly given to a classifier “D” for further classification between 2 and
3. Once the “456” data is passed through the second level classifier “C” and correctly
classified, it is again masked into “5” vs “46”, and the wrongly classified ones are thrown
away. At the last levels, “4” and “6” are given to a classifier “F” for further classification.
The best models with the best accuracy on training data are stored for the testing phase
at each level.

After the data points reach a leaf node, they are no longer trained further. In the test
phase, the data points in the form of windows are passed through each level classifier,
and the final labels are matched with the actual labels. Hereafter, the confusion matrix
is formed. Note that we discard those window points that do not pass through the
correct labels during the training phase. For example, in the training phase, if the data
points belonging to Cooking or non-NEAT are classified as “Leg motion”, then those data
points are discarded before making a new masked training data of “Swing motion” vs.
“Non-Swing motion.” We did this for all the lower-level classification since it ensures the
quality of the final model without running into an overfitting problem. Moreover, those
discarded data points were anyway not crucial in the training phase.

We used the following classical Learning algorithms at each level - (1) K-Nearest Neighbour
with k=5), (2) Multi-Layer Perceptron (3-hidden layers), (3) Support Vector Machine
(with RBF Kernel), (4) Random Forest, and (5) XGB. XGB has the maximum accuracy.

4.4.4 Model Selection Rationale

Different combinations of activity classes are grouped together in various splits in table
4.3. For instance, “123 456 7” means activities 1, 2, and 3 are in one group, 4, 5, and 6 are
in another group, and 7 is in its own group. Each cell in the table shows the performance
(likely accuracy) of the corresponding model for a specific class split. The performances
are highlighted with colors to indicate their quality:

Dark Green: Highest performance. Light Green: High performance. Yellow: Moderate

performance. Red: Low performance.

‘We observed that:



Chapter 4. NEAT Activity Detection using Smartwatch at Low Sampling Frequency 51

1. The XGB model stands out with consistently high performance across various class

splits.

2. The KNN, MLP, and SVM models also show strong performance; therefore, we

proceeded with these top four classifiers.

3. Logistic Regression, Random Forest, and Naive Bayes do not perform well for almost

all splits.

4. The performance varies significantly depending on the class split, indicating that the

choice of class grouping can substantially impact the effectiveness of the models.

5. Lastly and most importantly, the class split “17 23456” yields the highest accuracies
across all models, making it the most effective grouping for this task. This insight

led to the decision to proceed with this particular class split.

Table 4.3: Experimenting on various known classifiers by selecting multiple combinations
for classes. Class 1 - Cooking, Class 2 - Sweeping, Class 3 - Mopping, Class 4 - Walking,
Class 5 - Climb up, Class 6 - Climb Down, Class 7 - non-NEAT

Class splits ‘ KNN | MLP ‘ SVM | Logistic Regression | Random Forest | Naive Bayes | XGB
123 456 7 88% 87% 90% 7% 1% 73% 92%
12 3456 7 85% 86% 88% 7% 1% 76% 90%
123 4567 88% 88% 90% 80% 81% 70% 91%
123456 7 92% 92% 92% 88% 84% 83%

123 456 7 85% 83% 86% 72% 68% 69% 88%
152346 7 86% 85% 87% 79% 82% 7% 89%
o NS 5 5% S04 s |

4.5 Experimental Analysis

Table 4.4: Total Training Data

Window Length | 1Hz (50% overlap) | 1Hz (0% overlap)

2 seconds 11335 5670
4 seconds 5670 2835
6 seconds 3780 1890

Training Data - Table 4.4 shows the number of instances belonging to each window length
and overlapping percentage parameter. These numbers decrease as we increase the window
length. This decrease occurs because we are expanding the time frame for which we want
to determine the input statistical features and their corresponding output labels. We
observed an improvement from two seconds to four seconds, but there was no significant
improvement from four seconds to six seconds. Moreover, increasing the window length
reduces the number of sampling data points; hence, we decided not to proceed with fewer
sampling points. Additionally, if we deploy this model on a server in the near future, it

will delay the output of class labeling.
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4.5.1 Candidate Algorithms

We have compared our Hierarchical Model with the Flat Model. When we say Flat model,
we refer to the in-built classifiers, which are readily available in common machine learning
libraries (e.g., sklearn in Python). The flat models attempt to learn a single decision
boundary amongst all our classes of interest. For the flat models, we chose the following
classifiers - a) KNN (K-nearest neighbor with k=5) b) MLP (multi-layer perceptron with 3
hidden layers having 13 neurons each) ¢) SVM (support vector machine with kernel=‘rbf”)
d) Logistic Regression e) Random Forest f) Gaussian Naive Bayes g) XGB (Extreme
Gradient Boosting).

In the case of our hierarchical model, we tried different classifiers for each binary classifier
mentioned in the tree (Figure 4.1) and chose the classifier that gives the best accuracy.
In our implementation, we made this decision on the basis of the training accuracy as the
test data is considered to be “hidden” by definition. In our experiments, we found out
that in most of the cases, XGB was chosen at each level. We use python language for the

implementation of our models.

4.5.2 Training & evaluation matrix

We have used window lengths of 2sec, 4sec, and 6sec in our experiments. The window
overlap parameter 6 was varied across 0.5 and 0 (i.e., no overlap amongst temporally
consecutive windows). For a given set of windows W with its corresponding 6 values, we
divide it into a train and a test data set in the ratio of 4 : 1, i.e., 80% of the data is
allocated for training, and the rest 20% is allocated for testing. To get reliable results, we
divided our given dataset into training and test portions 10 times (randomly). Following
this, we trained (and tested the learned model) on each of the previously mentioned 10
splits. Finally, we report the average of Fl-scores and Accuracies obtained across those
10 test datasets.

4.5.3 Consequences of varying window length on final accuracy

Figure 4.2 and Figure 4.3 illustrate the results of this experiment. The test accuracy of
our model is shown in the form of bar graphs along with the rest of the flat models. In
this experiment, we tried window lengths of 2sec, 4sec, and 6secs. Overlap parameter 6
was taken as 0 and 0.50. Figure 4.2 shows the results corresponding to the case where
all features were used in training. Whereas, Figure 4.3 displays the results corresponding
to cases where only the accelerometer was used (Figure 4.3a and Figure 4.3b), or only
the gyroscope was used (Figure 4.3c and Figure 4.3d). It is important to note that,
the performance of all the models decreased when only gyroscope features were used.
Overall, we observed that our proposed model outperformed the alternative approaches
consistently. Moreover, our experimental results also indicate that all models perform
better when windows overlap (i.e., § = 0.50). A similar increase in performance with

an increase in overlap has also been reported in other works [97]. This is possibly due
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Figure 4.2: Effect of window length on overall accuracy when all features are used.

to the fact that in the case of overlapping windows, the effect of outliers is reduced as
“good data” sort of “spawns” more “good data” (inadvertently) through the process of

overlapping the windows.

Table 4.5: Fl-scores of Our Hierarchical Model and Flat Classifier XGBoost (XGB) for
6 = 0.50 and frequency = 1Hz and window length = 2seconds

F'1-Scores of Our Model

Cook Sweep Mop Walk CU CD non-NEAT Overall Accuracy

All Features 0.8 0.9 0.86 0.83 081 0.9 0.99 87%
Only Accelo 0.76  0.84 0.82 0.75 0.77 0.84 0.98 82%
Only Gyro 0.34  0.78 0.8 057 073 071 0.96 1%

F1-Scores of XGB Model

Cook Sweep Mop Walk CU CD non-NEAT Overall Accuracy

All Features 0.81 0.83 086 0.78 0.68 0.68 0.96 80%
Only Accelo 0.75  0.68 0.75 0.69 0.53 0.58 0.97 1%
Only Gyro 0.37 057 0.65 055 046 0.44 0.93 57%
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Figure 4.3: Effect of window length on overall accuracy when only accelerometer or

gyroscope features are used.

Table 4.6: Fl-scores of Our Hierarchical Model and Flat Classifier XGBoost (XGB) for
f = 0.50, frequency = 1Hz, window = 4 seconds

F1-Scores of Our Model

Cook Sweep Mop Walk CU CD non-NEAT Overall Accuracy
All Features 0.9 0.96 093 0.89 0.91 0.93 0.99 93%
Only Accelo 0.82 0.88 0.84 0.82 0.82 0.89 0.98 87%
Only Gyro 0.45 0.89 085 0.59 0.74 0.79 0.99 76%

F1-Scores of XGB Model

Cook Sweep Mop Walk CU CD non-NEAT Overall Accuracy
All Features 0.84 088 0.86 0.85 0.75 0.79 0.98 85%
Only Accelo 0.81 0.83 082 0.81 0.65 0.7 0.96 80%
Only Gyro 0.46 065 0.71 0.58 0.53 0.51 0.95 63%

4.5.4 F1l-scores of individual classes

The illustration of fl-scores for each of the classes can be seen in Table 4.5, Table 4.6,
Table 4.7, Table 4.8, Table 4.9 and Table 4.10. The upper section in table represents

our model, and the lower section represents the flat model. We have shown only XGBoost
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Table 4.7: Fl-scores of Our Hierarchical Model and Flat Classifier XGBoost (XGB) for
0 = 0, frequency = 1Hz, window = 2 seconds

F1-Scores of Our Model

Cook Sweep Mop Walk CU CD non-NEAT Overall Accuracy
All Features 0.75  0.84 0.83 0.71 0.73 0.88 0.92 83%
Only Accelo 0.71 0.63 071 068 0.7 0.83 0.94 75%
Only Gyro 0.41 0.68 0.78 0.51 0.68 0.76 0.93 69%

F1-Scores of XGB Model

Cook Sweep Mop Walk CU CD non-NEAT Overall Accuracy
All Features 0.78  0.79 0.82 0.65 0.68 0.63 0.91 76%
Only Accelo 0.72 058 0.74 0.73 048 0.55 0.89 1%
Only Gyro 034 0.52 0.61 057 0.38 0.39 0.87 53%

Table 4.8: Fl-scores of Our Hierarchical Model and Flat Classifier XGBoost (XGB) for
0 = 0, frequency = 1Hz, window = 4 seconds

F1-Scores of Our Model

Cook Sweep Mop Walk CU CD non-NEAT Overall Accuracy
All Features 0.8 0.89 089 0.76 0.78 0.92 0.99 86%
Only Accelo 0.74 0.69 0.74 0.71 0.74 0.87 0.98 78%
Only Gyro 044 0.73 0.82 055 0.72 0.79 0.98 72%

F1-Scores of XGB Model

Cook Sweep Mop Walk CU CD non-NEAT Overall Accuracy
All Features 0.81 0.82 087 0.7 0.7 0.68 0.96 80%
Only Accelo 0.76 0.61 0.78 0.75 0.52 0.58 0.92 73%
Only Gyro 036 056 064 06 04 04 0.9 56%

Table 4.9: Fl-scores of Our Hierarchical Model and Flat Classifier XGBoost (XGB) for
f = 0.50, frequency = 5Hz, window = 2 seconds

F1-Scores of Our Model

Cook Sweep Mop Walk CU CD non-NEAT Overall Accuracy
All Features 0.89 096 093 091 0.91 1 0.99 94%
Only Accelo  0.89 093 092 089 094 1 0.98 92%
Only Gyro 0.58 0.87 089 0.71 082 0.91 0.99 82%

F1-Scores of XGB Model

Cook Sweep Mop Walk CU CD non-NEAT Overall Accuracy
All Features 0.92 0.95 094 093 0.86 0.89 0.98 93%
Only Accelo 0.88 0.88 089 09 0.77 0.83 0.98 88%
Only Gyro 0.57 0.77 0.79 0.74 0.69 0.64 0.95 74%

(XGB) since it was the best among all flat models.

We have demonstrated fl-scores for
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Table 4.10: Fl-scores of Our Hierarchical Model and Flat Classifier XGBoost (XGB) for
0 = 0.50, frequency = 5Hz, window = 4 seconds

F1-Scores of Our Model

Cook Sweep Mop Walk CU CD non-NEAT Overall Accuracy

All Features 0.96 098 097 095 095 097 0.99 97%
Only Accelo 0.88 083 092 09 096 0.98 0.98 90%
Only Gyro 0.61 092 089 0.79 0.86 0.96 0.99 85%

F1-Scores of XGB Model

Cook Sweep Mop Walk CU CD non-NEAT Overall Accuracy

All Features  0.93 094 095 094 09 091 0.98 93%
Only Accelo 0.87 0.82 081 091 0.82 0.86 0.97 86%
Only Gyro 0.68 0.83 081 0.77 0.77 0.78 0.96 80%

three different types of feature sets in all the tables (Table 4.5, Table 4.6, Table 4.7,
Table 4.8, Table 4.9 and Table 4.10). In the first set, we have used all statistical features
(i.e., accelerometer x, y, z-axis, the magnitude of accelerometer, gyroscope x, y, z-axis,
and the magnitude of a gyroscope). In the second set, we have used only accelerometer
features (i.e., individual axis and its magnitude), and in the third set, we have considered
only gyroscope features (same as an accelerometer). In all the tables (Table 4.5, Table
4.6, Table 4.7, Table 4.8, Table 4.9 and Table 4.10) our experiments indicate the
following: (a) Our proposed hierarchical model outperforms XGBoost (and other flat
models) for all the parameter values of 6, window lengths, and data sampling frequency
explored in the experiments. (b) Best accuracy (and F1 scores) is obtained when we use
both accelerometer and gyroscope features together. (c) As expected, both our model
and XGBoost perform better when high-frequency data (5Hz) is used. (d) Both models
perform better with 8 = 0.50 and a window length 4secs as per showcased in Table 4.6
and Table 4.10

4.6 Conclusion and Limitations

Distinguishing the typical home activities in a home environment from smartwatch sensor
data (low-frequency sampling data) is not a trivial problem. Presently, the work closely
related to our application deals with high-frequency or multiple sensors. Moreover, they do
not include basic home activities like sweeping, mopping, or cooking on a smartwatch. In
contrast, our proposed model can distinguish these seven activities from each other using
data sampled at low frequency (1Hz). Choosing a 1Hz sampling frequency for smartwatch
data in NEAT activity monitoring balances data accuracy and battery efficiency. While
there are limitations in capturing high-intensity activities, this is not a significant concern
for NEAT monitoring. The extended battery life and reduced device strain make the

approach practical and user-friendly, supporting long-term and continuous monitoring.
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The hierarchical model and feature extraction methods employed in this research ensure
that data collected at this frequency remains accurate and reliable for distinguishing
between different NEAT activities. Our experiments show that the proposed approach
gives better overall accuracy compared to all flat models especially when both sensors
(Gyroscope + Accelerometer) are used together. It was also observed that when both
feature extraction methods (ECDF and Statistical) are combined, they produce the best
results. For example, for 5Hz frequency and 50% overlapping among windows, the accuracy
of our proposed Hierarchical model is 97% whereas for the same configuration the accuracy
of the best flat model i.e. XGB is 93%. Similarly for 1Hz frequency and 50% overlapping
among windows, the accuracy of our proposed Hierarchical model is 93% whereas for the
same configuration, the accuracy of XGB is 85%. This addresses all the research questions
outlined in the initial section of the chapter.

However, there are some limitations to our work that should be acknowledged. First,
the activities considered in our research were limited. We began our work during the
COVID-19 pandemic, which restricted us to a few basic home activities that could be
performed during the curfew in India. With leaving home restricted, we confined our
activities to basic household tasks. Second, due to the curfew restrictions, the number of
volunteers was limited to my family members only. Despite these constraints, our findings
demonstrate the potential of using low-frequency smartwatch data for activity recognition,

paving the way for future research.
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Chapter 5

NEAT Activity Detection using

Smartwatch

5.1 Problem Scope

Extending the work done in Chapter 3, this chapter aims to create a robust system for
distinguishing Non-Exercise Activity Thermogenesis (NEAT) and non-NEAT activities
within a home setting. The goal is to perform a detailed study of various parameters like
features used for classification, the rate at which file needs to uploaded to server, data
sampling frequency, and choice of window length on the battery depletion rate and
classification accuracy. The current state of the art in the area of Activity Recognition has
not focused on NEAT activities e.g. cooking, sweeping, mopping, etc. Moreover, many
works assume high frequency, whereas, we work with data sampled at lower frequencies
(10 Hz and 1 Hz).

In our opinion, a perfect solution for NEAT activity recognition must possess the following
two characteristics. To begin with, it must use a single and readily available hardware
device (for example, a smartwatch or a smartphone). Secondly, as NEAT activities are
likely to occur throughout the day, our recognition system should be energy efficient. Any
user would probably like the ability to record meaningful data without needing to charge
their device numerous times during the day to get significant results. A smartwatch-based
solution is developed in this work to recognize NEAT and non-NEAT activities. If energy
efficiency is the goal, reducing the sampling rate of the sensors is the most efficient
way of achieving it; we know that battery consumption is directly proportional to the
data sampling rate [93]. Other than the sampling rate, we can also vary the amount of
preprocessing of the features, timestamp length of the window, etc. We will discuss this

in detail in the section 5.5. The work outlined here is also referenced in [98].

Although good battery life is guaranteed by a low sampling frequency, it should be noted
that the thirteen activities focused on cannot be easily distinguished in low-frequency
data. Therefore, the user must make an intelligent choice in determining the frequency
that suits them to achieve efficient battery life for their smartwatch. The total accuracy
(for our thirteen activities of interest) obtained by different classification algorithms on
data sampled at 1Hz, 5Hz, and 10Hz is demonstrated in Table 5.1. As the frequency of

sampling data increases, the accuracy is expected to increase.”
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Frequency ‘ 1Hz ‘ 5Hz ‘ 10Hz

KNN 77 (0.2) 87 (0.5)] 88 (0.1)
Multi-layer Perceptron | 74 (1.1)| 85(0.6)| 87 (0.4)
SVM 78 (0.4) 88 (0.3)| 88 (0.3)

Logistic 64 (0.7)] 77 (0.4)| 78 (0.6)
Random Forest 48 (2.7) 55 (1.5) 56 (1.9)
Naive Bayes 62 (0.8) 71 (0.8)] 71 (0.8)
XGBoost 80 (0.4) 91 (0.4) 92 (0.3)

Table 5.1: Accuracy of different classifiers (along with the standard deviation after 5 runs
) on 1Hz, 5Hz, and 10Hz sampled data for 2-sec window length and 0% overlap.)

5.2 Scope of chapter

This chapter is structured around the following objectives:

1.

5.3

To evaluate the impact of different feature extraction methods (e.g. ECDF,
statistical features) on the classification accuracy and battery consumption of a

smartwatch-based NEAT activity recognition system.

. To assess the effect of varying data sampling frequencies (e.g. 1Hz vs 10Hz) on the

classification accuracy and battery life of the smartwatch.

To determine the impact of file upload rates on the server on battery consumption

and overall performance of the NEAT activity recognition system.

. To identify the optimal window length that provides the best balance between

classification accuracy and battery consumption in a smartwatch-based NEAT

activity recognition system.

. To compare the performance of different classification algorithms (e.g. MLP, SVM,

Random Forest, XGBoost) in terms of accuracy and energy efficiency for NEAT

activity detection.

Contributions

. Increase number of activities: In previous studies [99], [100], [101], there has

been a limited set of activities in home and outdoor settings, thus the models built do
not encompass a broader range of activity detection. This chapter builds on previous
chapter 4, where we concentrated limited set of activities. In this chapter, we are
extending our analysis to include thirteen activities: (1) Cooking, (2) Sweeping, (3)
Mopping, (4) Walking, (5) Climbing Up, (6) Climbing Down, (7) Eating, (8) Driving,
(9) Working on a Laptop, (10) Browsing on a Phone, (11) Cycling, (12) Sitting in a
Car, and (13) Watching T'V.
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2. Deployment of classification models: Reviewing previous research in the
activity detection domain reveals that researchers has focused on developing models,
but deployment and real-time feedback to the user were not addressed. In this
chapter, we discuss how we deployed our classification models on a server and
used them to achieve the desired accuracy. We deployed four robust classification
models—XGB, MLP, SVM, and Random Forest—on the Heroku server using the
Flask API. This API is accessed via a smartwatch. The prerequisites for using our
smartwatch include establishing a Bluetooth connection between the device and a
compatible smartphone. Furthermore, to obtain accurate output signals from the
server API, both the smartwatch and smartphone must be connected to Wi-Fi.
The classification model used by the smartwatch operates on data derived from the

accelerometer and gyroscope sensors present in a typical smartwatch.

3. Worked on others class: Lastly, we worked on the “Others” class which means if
the activity detected does not belong to any of the above-mentioned thirteen classes
then the prediction is made as “Others”. This works on the basis of threshold which

is configurable depending on the strictness a user desires.

4. The brief results can be seen in the Table 5.2.

Parameters Best Battery Efficiency Best Accuracy
Features Statistical ECDF
Data sampling 1 Hz 10 Haz
Frequency
File Upload Rate As High as possible No Effect on Accuracy
on changing this parameter
Window Length > 6 seconds > 6 seconds
Classifier No Effect on Battery XGB (n_estimators = 100)

Table 5.2: Key Results

5.4 Proposed architecture

After preparing the back-end models, we deploy them on a server. Figure 5.1 gives an
overview of how the live data flows in the system and how we get the desired output
in a smartwatch by using Wi-Fi connectivity. The process starts with a person wearing
a smartwatch with an active Wi-Fi connection; it automatically synchronizes with the
smartphone’s Wi-Fi. With the press of the start button, we begin capturing the raw
inputs from the sensors. We then pre-process this raw data using static or ECDF features
and save it into a .csv file in the smartwatch itself. The processed .csv file gets sent to
the Heroku server regularly, hitting an API that expects two parameters - the .csv file
and the classifier’s name. After the model processes the .csv, the server sends back the

result to the smartwatch. We repeat this process until the user presses the stop button
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Figure 5.1: Architecture for Testing on Live Data.

and transfers the entire prediction and actual activity class file to a smartphone. We use

this method to test the accuracy of all activities (we will show this in the section 5.5.4).

5.4.1 Detection of others classes

Along with the instantaneous detection of the 13 NEAT and non-NEAT activities, a user
performs multiple other activities too. So to generalize our approach towards deployment,
we detect those non-listed unknown activities named the “Others” class. We use various
clustering algorithms and outlier detection methods to detect this activity. We will discuss

in brief each of them.

1. Gaussian Mixture Model: Its library has a predict_proba function, which gives
us a probability of a test point belonging to one of the classes. Even if the points
lie far from all the clusters, it gives a high probability of belonging to one of the

clusters.

2. OPTICS Algorithm: We find different numbers of clusters for our 13 classes and
calculate the mean (the average value of all data points belonging to one class) and
variance (the spread of all the data points of a class from its class mean) of these
clusters. Then, we compared the distance between an outside class data point and
the mean of each cluster and compared it with 3 times the variance since for a normal
distribution 99% of the data lies within the 3 times the standard deviation.

In order to identify “Others“ class we apply threshold concept. We claim that increasing
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the threshold value will make the classification stricter. Let’s say we have 6 seconds of data
for prediction and we can get prediction at every second. If we set the threshold at 70%,
then at least 4 seconds of instances should belong to one particular class. If that is not the
case, we will classify the data as “Others“ by default. Hence, the classification as “Others*
depends on the strictness of the threshold we set. But, here we have experimented with
60% threshold.

Data Transfered

Activity

Send to Mobile via
Bluetooth

Sent to Python »P
Selected & Press (BackEnd) é
Start
ON START ON STOP Files received after ~ Data is preprocessed
Pressed Pressed regular intervals and sent to train pkl
models

Figure 5.2: Architecture for Data Sampling

5.5 Experimentation

5.5.1 Candidate Algorithms:

Here, we are using the most common and most effective classification models. These
are in-built classifiers found in most machine learning libraries (for example, sklearn
in Python).  For the classification purpose, we chose the following classifiers -
a) MLP (multi-layer perceptron with three hidden layers having 13 neurons each),
b) SVM (support vector machine with kernel=‘rbf’), c¢) Random Forest, d) XGB
(Extreme Gradient Boosting), and e) AutoML (Automated Machine Learning with
parameters as time_left_for_this_task: 5*60 (5 minutes) per_run_time_limit: 50 seconds

initial_configurations_via_metalearning: 0 ) [102].

5.5.2 Experimental Goals

Effect of parameters on Battery

We have some parameters on which we performed the battery experiments, i.e., we

calculate the battery depletion rate. The four basic parameters are -

1. Features: - We factor in two kinds of features, Statical and ECDF. We considered
five statistical features, (1) mode, (2) max, (3) median, (4) lower quartile, and (5)
standard deviation. Similarly, the Empirical Cumulative Distribution Function is a
step function for n data points that jumps up by 1/n each time. For ECDF, we find
out 5 data points at equal intervals between the minimum and maximum values. We

witness the battery depletion for both ECDF and statistical features in Figure 5.3.
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Figure 5.3: Rate of Battery Depletion while using ECDF features as compared to the
Static features. The X-axis represents the time where 1 unit represents 10 seconds, and
the Y-axis represents the Battery left (mAh) in the smartwatch.

The computation of ECDF is more complicated than simple statistical features that

we are calculating for preprocessing and, subsequently, the rate of battery depletion.

2. Window Length : - We denote the window’s length by w. In our study, w equates
to 2, 4, and 6 seconds as shown in Figure 5.4. The longer the window length, the
lesser the battery consumption. Like “File upload rate,” a smaller window length
will mean multiple windows; subsequently, it will pass more instances through PKLs

on the server.

3. Sensor sampling rate: - Although there are four types of modes available
in our Android, i.e., Normal, Ul, Game, and Fastest, we are using the slowest
two, i.e., Normal and UI (considering the low frequency — low battery depletion
phenomena). These are the delays that the sensors provide. We get approximately
3-4 pings/second using normal mode, and UI mode delivers approximately 13-15
pings/second. As we insert the values of the accelerometer and gyroscope, we
consider the latest value that the sensor has dispatched after every second and
every 1/10th of a second for Normal and UI mode, respectively. Our application’s
onSensorChanged() callback method receives sensor events based on the data delay
(or sampling rate). We can witness the battery depletion in Figure 5.5, and, the
higher frequency data sampling rate, i.e., 10 Hz (UI mode), depletes the battery at

a faster rate as compared to the 1Hz (Normal mode).
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Figure 5.4: Rate of Battery Depletion while taking different window lengths, such as 2 sec,
4 sec, and 6 seconds. The X-axis represents the time where 1 unit represents 10 seconds,
and the Y-axis represents the Battery left (mAh) in the smartwatch.

4. File upload rate: - This is the time we fix for sending our file to the server for

processing through PKLs models (prepared classification models). We observe the

battery depletion graph in Figure 5.6. We vary the time intervals from 10 seconds
(10k ms) to 70 seconds (70k ms). The smaller the gap for sending files, the higher

would be the battery depletion since the server is getting pinged frequently. The time

for Sending files to the server can be every few seconds or after full storage capacity

it’s a personal choice but the optimal one would be “as high as possible” since this

is hardware-dependent. We can increase this time duration to some minutes or a

few hours till the time our application doesn’t freeze.

We performed the above four experiments for one hour each and noted the battery level

at intervals of 10 seconds. The entire set of experiments was done twice to ensure that the

graph behaves in a similar manner, and it did. As we are calculating the battery depletion

rate per second, which involves determining the amount of battery left in the smartwatch

at a given point in time, we could conclude that the graph behaved in a similar way in both

runs. We started with the battery fully charged and noted the depletion rate concerning

the last value reported. As the absolute battery value may vary at full charge (100%), we

had to normalize the values to start from one absolute value. We did this to get a better

visualization of the graphs.
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the Battery left (mAh) in the smartwatch

Effect of parameters on Accuracy

Training and Evaluation Metrics We use 2-second, 4-second, and 6-second window

lengths in our experiments.

We vary a window overlap parameter 6 between 0 (i.e.,

no overlapping between consecutive time windows) and 0.7 (i.e., seventy percent overlap
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between consecutive time windows). Taking a set of VW values with their corresponding 6
values, we divide it into a 4:1 ratio, that is, assigning 80% of the data for training, and the
rest 20% is set for testing. Our dataset is randomly divided into training and test sections
(10 times) to obtain reliable results. We trained on each of the ten sections (and tested
the learned model). Lastly, we present the average of the Fl-scores and Accuracy values

obtained across these 10 test datasets.
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Figure 5.7: Effect of different overlapping windows percentage on overall accuracy for 5Hz
frequency and ECDF Features.
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Figure 5.8: Effect of different overlapping windows percentage on overall accuracy for 5Hz
frequency and Static Features.
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Figure 5.9: Effect of different overlapping windows percentage on overall accuracy for
10Hz frequency and ECDF Features.

1. Effect of varying window length and overlapping percentage on the final
accuracy The average of 10 results is shown in the graphs of Figure 5.7, 5.8,
5.9, and 5.10. In all these Figures, a) represents 2 seconds window, b) represents
4 seconds window, and c) represents 6 seconds window. There is a refinement of

at least 2 to 3% accuracy for each classifier to increase the window length. The
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Figure 5.10: Effect of different overlapping windows percentage on overall accuracy for
10Hz frequency and Static Features.

higher window length denotes a lesser amount of battery consumption ( Figure 5.4)
and more amount of data to recognize the activity. Similarly, when we increase the
overlapping percentage of windows, there is an improvement of at least 2 to 3% in

accuracy for each classifier.

2. Effect of varying Frequencies and Preprocessing Features on the F1-Scores
As we increase the frequencies of pings from the sensors, not only does the battery
consumption increase (Figure 5.5) but the Fl-scores boost too. Henceforth, the
accuracies also increase. The higher the frequencies of sensors, the better the quality
of information to predict. Likewise, we have chosen two types of preprocessing
features - ECDF and Statics. ECDF consumes additional battery as compared to
Statics (as shown in Figure 5.3) but gives more promising F1-scores and henceforth

the accuracies for our thirteen activities.

We see in Table 5.3, for 0% overlapping among windows and a 2 second window length,
ECDF features give better Fl-scores and accuracies as compared to Statistical features.
The same observation can be seen in Table 5.4, i.e., for 50% overlapping among windows
and a 2 second window length. In all of the eight tables, we see that the Fl-scores and
accuracies are better for 10Hz than 5Hz.

Please note - we alter the frequencies of sensor data by adjusting the modes and designating
the timer at which we desire our pings. To work on 10Hz data, we use the Ul mode, but
for bHz, we down-sampled the 10Hz data.

5.5.3 Comparison of Feature selection algorithm - TsFresh vs ECDF vs

Static Features

We chose three different feature selection algorithms: Tsfresh, ECDF, and statistical
methods. We compared the results of all three in terms of accuracy and computation time.
Tsfresh [103] provides a comprehensive set of feature extraction methods, ranging from
simple statistical moments to more advanced features such as entropy, fractal dimension,
and autocorrelation. A large number of features(789 for each of the six axes) provided by
tsfresh makes it a useful tool for time series analysis, as it provides a rich set of features

that can be used to characterize the structure and behavior of time series data. Figure
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Table 5.3: Fl-scores and overall accuracy from the Classifiers for ECDF vs Static for
overlapping 6 = 0 and window length = 2 seconds.

(a) Overlapping 6 = 0, frequency = 5Hz, features = ECDF

Cook | Sweep | Mop | Walk | Climb up | Climb down | Eat | Drive | Laptop | On Phone | Cycling | In Car | Watching TV | Overall Accuracy
MLP 0.75 | 087 | 0.83 | 0.87 0.76 0.82 085 | 088 | 095 0.98 0.98 0.93 0.93 88%
SVM 088 | 095 | 092 | 093 0.90 0.91 0.89 | 091 0.95 0.99 0.99 0.94 0.93 93%
RF 056 | 042 | 0.06 | 0.45 0.02 0.09 041 012 | 071 0.91 0.89 0.0 0.0 15%
XGB 095 | 097 | 094 | 097 0.96 0.97 096 | 096 | 097 1.0 0.99 0.99 0.98 97%
AUTOML | 088 | 092 | 0.89 | 093 0.89 0.92 092 095 | 098 0.99 0.99 0.98 097 94%

(b) Overlapping 0 = 0, frequency = 5Hz, features = Static

Cook | Sweep | Mop | Walk | Climb up | Climb down | Eat | Drive | Laptop | On Phone | Cycling | In Car | Watching TV | Overall Accuracy
MLP 0.72 0.84 0.81 0.83 0.71 0.80 0.85 0.88 0.93 0.98 0.99 0.92 0.89 86%
SVM 0.76 0.90 0.86 0.87 0.79 0.86 0.85 0.88 0.94 0.99 0.98 0.89 0.90 88%
RF 0.54 0.56 0.08 0.43 0.05 0.35 0.69 0.80 0.96 0.93 0.70 0.63 57%
XGB 0.81 0.90 0.88 0.88 0.82 0.86 0.90 0.90 0.94 0.98 0.99 0.94 0.95 90% ‘
AUTOML | 0.78 0.90 0.89 0.88 0.75 0.83 0.87 0.88 0.96 0.99 0.98 0.94 0.94 89% ‘

(¢) Overlapping 6 = 0, frequency = 10Hz, features = ECDF

Cook | Sweep | Mop | Walk | Climb up | Climb down | Eat | Drive | Laptop | On Phone | Cycling | In Car | Watching TV | Overall Accuracy
MLP 079 | 090 | 0.83 | 087 078 0.85 085 | 089 | 0.94 0.98 0.98 0.93 0.92 89%
SVM 090 | 096 | 093 | 0.95 0.93 0.95 089 | 092 | 096 0.99 0.99 0.95 0.93 94%
RF 056 | 062 | 005 | 05 0.02 0.06 039 | 00 0.76 0.94 0.90 0.0 0.0 47%
XGB 094 | 098 | 096 | 0.98 0.98 0.98 096 | 0.96 | 0.99 1.0 1.0 0.98 0.98 98%
AUTOML | 0.92 | 096 | 093 | 0.95 0.91 0.94 094 095 | 098 0.99 1.0 0.97 0.96 95%

(d) Overlapping 6 = 0, frequency = 10Hz, features = Static

Cook | Sweep | Mop | Walk | Climb up | Climb down | Eat | Drive | Laptop | On Phone | Cycling | In Car | Watching TV | Overall Accuracy
MLP 0.77 0.88 0.81 0.84 0.75 0.83 0.85 | 0.87 0.93 0.98 0.98 0.94 0.90 87%
SVM 0.75 0.88 0.85 | 0.88 0.80 0.87 0.85 | 0.87 0.94 0.99 0.98 0.90 0.90 88%
RF 0.54 0.68 0.90 0.46 0.02 0.04 0.35 | 0.48 0.80 0.96 0.91 0.67 0.62 57%
XGB 0.83 0.91 0.88 0.88 0.85 0.88 0.90 | 0.91 0.95 0.98 0.99 0.95 0.93 91%
AUTOML | 0.84 0.91 0.87 0.89 0.82 0.90 0.87 | 0.89 0.94 0.99 0.99 0.95 0.93 91%

5.11 (a) and (b) shows the accuracy comparison for 5Hz and 10Hz sampling data and we
can observe that for 4 second and 6 second windows, the accuracy of Tsfresh is better
as compared to static and ECDF. But in Figure 5.11 (c) and (d) we can observe the
computation time of Tsfresh as compared to static and ECDF is much much higher for
both 5Hz and 10Hz sampling data. There are several other feature extraction tools that
are similar to tsfresh such as - Featuretools, tsfeat, rfeat, sktime, and tsaug which we will

be exploring in depth in our future work.

5.5.4 Real Time Testing

To confirm the accuracy of our model, we conducted a brief real-time user test by selecting
a new volunteer to perform all activities in this live testing phase. We chose to use only
one volunteer for this quick assessment of our model. In the real-time testing, we used the
XGB classifier, as it delivered the best accuracy during training and testing. We chose a
data sampling rate of 10Hz, which was an optimal choice among the two modes (normal
and UI). The file upload rate was set to once every 70,000 ms, as this proved to be more
battery efficient, and a window length of 6 seconds was chosen for the best balance of

accuracy and battery efficiency. The volunteer performed each activity for varied amounts
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Table 5.4: Fl-scores and overall accuracy from the Classifiers for ECDF vs Static for
overlapping 6 = 0.5 and window length = 2 seconds

(a) Overlapping 6 = 0.5, frequency = 5Hz, features = ECDF

Cook | Sweep | Mop | Walk | Climb up | Climb down | Eat | Drive | Laptop | On Phone | Cycling | In Car | Watching TV | Overall Accuracy
MLP 0.78 0.88 0.83 0.87 0.77 0.83 0.84 0.90 0.94 0.97 0.98 0.92 0.89 87%
SVM 0.90 0.96 0.95 0.94 0.89 0.92 0.92 0.94 0.96 0.99 0.99 0.95 0.94 94%
RF 0.56 0.41 0.06 0.44 0.03 0.01 0.41 0.16 0.75 0.95 0.89 0.00 0.00 15%
XGB 0.96 0.98 0.98 0.97 0.95 0.96 0.98 0.97 0.99 1.00 1.00 0.99 0.99 98%
AUTOML | 0.86 0.91 0.89 0.86 0.80 0.87 0.84 0.88 0.94 0.98 0.98 0.91 0.91 89%
(b) Overlapping 6 = 0.5, frequency = 5Hz, features = Static
Cook | Sweep | Mop | Walk | Climb up | Climb down | Eat | Drive | Laptop | On Phone | Cycling | In Car | Watching TV | Overall Accuracy
MLP 0.77 0.87 0.83 0.84 0.74 0.82 0.85 0.89 0.92 0.98 0.97 0.93 0.91 87%
SVM 0.83 0.92 0.89 0.88 0.80 0.87 0.89 0.90 0.94 0.99 0.98 0.93 0.91 90%
RF 0.56 0.62 0.08 0.46 0.04 0.00 0.36 0.27 0.82 0.96 0.89 0.60 0.65 55%
XGB 0.87 0.91 0.92 0.91 0.84 0.89 0.93 0.94 0.96 0.99 0.99 0.97 0.95 93%
AUTOML | 0.85 0.91 0.91 0.87 0.81 0.88 0.88 0.90 0.96 0.99 0.99 0.95 0.95 91%
(¢) Overlapping 6 = 0.5, frequency = 10Hz, features = ECDF
Cook | Sweep | Mop | Walk | Climb up | Climb down | Eat | Drive | Laptop | On Phone | Cycling In Car | Watching TV | Overall Accuracy
MLP 0.82 0.91 0.86 0.88 0.82 0.88 0.85 0.93 0.97 0.99 0.93 0.92 90%
SVM 0.93 0.97 0.96 0.95 0.93 0.95 0.96 0.99 0.99 0.99 0.96 0.94 95%
RF 0.55 0.61 0.03 0.52 0.02 0.01 0.04 0.72 0.93 0.92 0.50 0.47 17%
XGB 0.98 0.98 0.98 0.97 0.98 0.98 0.99 1.0 0.99 1.0 0.99 0.99 98%
AUTOML | 0.87 0.90 0.89 0.89 0.83 0.86 0.89 0.95 0.98 0.98 0.93 0.91 91%
(d) Overlapping 6 = 0.5, frequency = 10Hz, features = Static
Cook | Sweep | Mop | Walk | Climb up | Climb down | Eat | Drive | Laptop | On Phone | Cycling In Car | Watching TV | Overall Accuracy
MLP 0.80 0.90 0.86 0.87 0.78 0.85 0.88 0.91 0.95 0.98 0.99 0.93 89%
SVM 0.84 0.93 0.90 0.91 0.83 0.88 0.91 0.99 0.98 0.99 0.93 0.90 91%
RF 0.56 0.70 0.48 0.48 0.03 0.15 0.82 0.96 0.92 0.61 0.0 0.55 55%
XGB 0.89 0.94 0.91 0.92 0.88 0.93 0.95 0.96 0.99 0.99 0.97 0.95 94%
AUTOML | 0.85 0.93 0.91 0.92 0.87 0.91 0.88 0.99 0.98 0.99 0.96 0.95 92%
5Hz 2 seconds | 4 seconds | 6 seconds 10 Hz | 2 seconds | 4 seconds | 6 seconds
Tsfresh 90% 93% 92% Tsfresh 93% 94% 94%
Static 91% 91% 92% Static 92% 92% 92%
ECDF 97% 92% 92% ECDF 97% 93% 93%
(a) Accuracies for 5Hz sampling data (b) Accuracies for 10Hz sampling data
5 Hz 2 seconds 4 seconds 6 seconds 10 Hz 2 seconds 4 seconds 6 seconds
Tsfresh 3931.671 2283.186 | 1636.572 Tsfresh | 4324.854 2593414 | 1933.929
Static 18.701 8.942 6.355 Static 19.299 9.414 6.864
ECDF 22159 11.342 8.442 ECDF 23.561 11.907 8.327

(d) Computation Time for 10Hz sampling
data

(¢) Computation Time for 5Hz sampling
data

Figure 5.11: Comparison of Tsfresh vs Static vs ECDF Features selection algorithms w.r.t.
Accuracies and Computation time

of time; therefore, we considered the ratio of the time duration of correctly classified
instances to the total time duration of the activity. The results can be seen in Figure
5.12.
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Figure 5.12: Live Data Accuracy for all activities

5.5.5 Key Results

We deployed our models at lower frequencies, specifically 10 Hz and 1 Hz. The four
parameters used to assess the battery depletion rate—Features, File upload rate, Data
sampling rate, and Window lengths—varied as shown in Table 5.5, which presents our
key results.

We evaluated two distinct types of features: Statistical and ECDF (Empirical
Cumulative Distribution Function). Each of these feature sets has its own impact on
both battery consumption and accuracy. Statistical features, which are generally less
computationally intensive, exhibit lower energy consumption, depleting approximately
38,000 milliampere-hours of battery within one hour. This efficiency makes them an
attractive option for scenarios where conserving battery life is a priority. On the other
hand, ECDF features are more computationally demanding due to their complex nature.
This complexity leads to higher battery consumption, with a recorded depletion of around
43,000 milliampere-hours in the same timeframe. However, this increased energy use
comes with a significant trade-off: the accuracy of models using ECDF features is notably
superior. Specificallyy, ECDF achieves an accuracy of 97%, whereas Statistical features
reach only 91%. To summarize, while Statistical features are more energy-efficient
and ideal for applications where battery preservation is critical, ECDF features are
the preferred choice when the highest accuracy is required, despite their higher battery
consumption. Thus, Statistical features are recommended for energy-sensitive

applications, while ECDF features are favored in accuracy-critical scenarios.

File upload rate is the interval after which data files are sent from the device to the
server for result prediction. This parameter has a direct impact on battery consumption,

as more frequent uploads lead to higher energy use. From our experiments, we observed
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Table 5.5: Key Results
Parameters Summary on Battery | Summary on Accuracy Constants
Consumption
Features Statistical (Battery Depletion - | Statistical (91%) Fixed Data sampling

738,000” milliamperes in one hour)
ECDF (Battery Depletion -
743,000” milliamperes in one hour)

ECDF (97%)

frequency as 10 Hz

Window length as 6 seconds
File Upload Rate as 50k
Classifier as XGB

Data sampling Frequency

1 Hz (Battery Depletion - ”36,000”
milliamperes in one hour)

10 Hz (Battery Depletion -
743,000” milliamperes in one hour)

1 Hz (92%)
10 Hz (97%)

Fixed Features as ECDF
Window length as 6 seconds
File Upload Rate as 50k
Classifier as XGB

File Upload Rate

Once every 10 seconds - 50,000
milliamperes in one hour
Once every 30 seconds - 47,000
milliamperes in one hour
Once every 50 seconds - 43,000
milliamperes in one hour
Once every 70 seconds - 39,000
milliamperes in one hour

No Effect on Accuracy on
changing this parameter

Fixed Features as ECDF
Data sampling frequency as
10 Hz

Window length as 6 seconds
Classifier as XGB

70 seconds, and window length as 6
seconds

Upload Rate once every 70
seconds and window length
as 6 seconds

‘Window Length 2 sec - 43,000 milliamperes in one | 2 sec - 91% Fixed Features as ECDF
hour 4 sec - 93% Data sampling frequency as
4 sec - 33,600 milliamperes in one | 6 sec - 97% 10 Hz
hour File Upload Rate as 50k
6 sec - 30,000 milliamperes in one Classifier as XGB
hour
Classifier No Effect on Accuracy on changing | MLP - 91% Fixed Features as ECDF
this parameter SVM - 93% Data sampling frequency as
RF - 56% 10 Hz
XGB - 97% Window length as 6 seconds
File Upload Rate as 50k
Best Battery efficiency is Approx | Best Accuracy of 97%
733,000” milliamperes in one hour | depletes Approx ”37,000”
for an accuracy of 87%. Parameters | milliamperes in one hour.
are - Statistical features, Normal | Parameters are - ECDF
Mode, File Upload Rate once every | features, UI Mode, File

that reducing the frequency of file uploads (i.e., increasing the upload interval) significantly
reduces battery depletion. Specifically: Uploading once every 10 seconds results in the
highest battery depletion, approximately 50,000 milliamperes in one hour. Uploading
once every 30 seconds reduces battery depletion to about 47,000 milliamperes in one
hour. Uploading once every 50 seconds further lowers battery consumption to 43,000
milliamperes in one hour. Uploading once every 70 seconds results in the lowest observed

battery depletion, around 39,000 milliamperes in one hour.

Interestingly, the file upload rate does not affect the accuracy of predictions, making it an
independent parameter in terms of accuracy. Therefore, the file upload rate should be as
high as possible to maximize energy efficiency. However, practical constraints with devices
like smartwatches showed that longer intervals (such as an hour) could cause the device
to become unresponsive. Thus, we limited our experiments to a maximum of 70 seconds,
where we found an optimal balance between battery efficiency and device performance.
Hence, we report the File upload rate to be ”as high as possible” to enhance

energy efficiency while maintaining device stability.
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Data Sampling Rate - Android provides developers with four distinct data sampling
frequencies, each designed to cater to different performance needs: Normal, UI, Game,
and Fastest. These modes vary significantly in terms of how they balance battery
consumption against the responsiveness of data collection. The Normal mode operates
at a 1 Hz frequency, making it the most energy-efficient option available. This mode is
suitable for applications where battery life is a top priority, as it only depletes around
36,000 milliampere-hours in one hour. On the other hand, the UI mode, which runs at a
10 Hz frequency, provides a faster data collection rate. This higher frequency allows for
more data points to be captured within the same time frame, significantly improving the
accuracy of decisions made by the application. However, this comes at the cost of higher
battery consumption, depleting around 43,000 milliampere-hours in one hour. The Game
and Fastest modes, while not considered in our battery efficiency goal, follow a similar
pattern: the faster the data collection, the greater the battery drain. The order of battery
depletion follows this sequence: Fastest >Game >UI >Normal. Given that our focus
is on optimizing battery efficiency without sacrificing too much accuracy, we primarily
consider UI mode (10 Hz sampling rate) and Normal mode (1 Hz sampling rate).
The higher the frequency, the more information is available to make precise and definitive
decisions, which enhances the overall accuracy of the system. Thus, we report that 1 Hz

(Normal mode) is energy-efficient, while 10 Hz (UI mode) is accuracy-driven.

Lastly, we consider Window Length which refers to the time duration over which the
classifier collects data before making a prediction about the activity. This parameter
is crucial as it directly influences both the accuracy of the predictions and the battery
consumption of the device. When the window length is increased, the classifier has more
data to analyze, which generally leads to better accuracy. This is because the longer the
time period, the more information is available for the classifier to make a well-informed
prediction. However, this improvement in accuracy is only valid up to a certain point.
Beyond this limit, increasing the window length further does not yield any significant
gains in accuracy. Our experiments showed that extending the window length beyond
6 seconds did not result in any additional accuracy improvements. We considered three
different window lengths in our study: 2, 4, and 6 seconds. Here’s what we found: 2-second
window length: This resulted in the highest battery consumption, approximately 43,000
milliamperes in one hour. The frequent predictions required more energy, but the accuracy
was relatively lower at 91%. 4-second window length: Reducing the prediction frequency
by increasing the window length to 4 seconds decreased battery consumption to around
33,600 milliamperes in one hour, with an improved accuracy of 93%. 6-second window
length: Further increasing the window length to 6 seconds resulted in the lowest battery
consumption, approximately 30,000 milliamperes in one hour, with the highest accuracy
of 97%. From these results, it’s clear that a shorter window length leads to more frequent
predictions, which increases battery consumption. On the other hand, a 6-second window
length strikes the best balance between energy efficiency and prediction accuracy. Hence,

we recommend a window length of 6 seconds as it is both energy-efficient and
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accuracy-driven. Beyond 6 seconds, additional accuracy gains are minimal, making this
duration optimal for applications that require a balance between energy consumption and

performance.

So the best set of parameters for good battery efficiency would be — Statistical
features, File upload rate is chosen as once every 70,000ms, 1hz data sampling
rate, 6 seconds or above window length and lastly XGB as classifier (no effect
though since classifier is present on the server ). The best parameters for good
accuracy would be — ECDF features, File upload rate as once every 70,000ms,
10hz data sampling rate, 6 seconds or above window length, and lastly XGB

as classifier (as shown in Figure 5.5).

5.6 Conclusion and Limitations

We developed a system that tells the user what kind of activity they are doing by taking
data from the smartwatch that the user has worn on his wrist. We have a total of 13
activities - (1) Cooking, (2) Sweeping, (3) Moping, (4) Walking, (5) Climbing up, (6)
Climbing down, (7) Eating, (8) Driving, (9) Working on Laptop, (10) Browsing on the
phone, (11) Cycling, (12) Sitting in a car, and (13) Watching TV. The process to get this
output is collecting the raw input data from the smartwatch sensors by pressing a start
button and then dispatching the data to the server to get interpreted and passed through
classification models deployed there. The communication between the smartwatch and
the server happens through Wi-Fi connectivity. We evaluate the final results in terms
of battery depletion rate for each parameter - preprocessing features (Static and ECDF),
File upload rate, Data sampling rate as 1hz or 10hz, and timestamp length of the window.
The battery depletion rate would enable a user to make the best choice for determining
an optimal set of parameters. Since these classification models are not deployable on a
smartwatch, we had to take support from the intermediate server, but in our upcoming
research, we tried to deploy everything on the smartwatch to mitigate the quotient of the
internet availability.

We implement that if the user does not perform an activity from the above chosen 13
activities, then our model will point to another class termed the Fourteenth class, i.e.,
“others“ We term this when there is no majority voting to any of the above-stated classes.
We used different clustering techniques to learn about the “others® class, but it
was impossible to separate the outliers from the actual plethora of activities in
high-dimensional data. Henceforth, we applied the concept of dominating class (60%
and above instances, if they belong to the same class for a particular window, then we say
yes to that class; otherwise, the label is “others“). We can adjust this threshold to 40%
or 80%, depending on how lenient or strict we want our system to be.

Even after creating a deployable model for real-time activity recognition using smartwatch
data, there are some limitations to our work. Firstly, despite expanding the range

of activities, we faced challenges in increasing the number of volunteers due to the
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intermittent nature of COVID restrictions. Consequently, we could only enlist a total of
10 volunteers from our neighborhood. Despite this limitation, we endeavored to diversify
our volunteer pool by including individuals aged 15 to 65. Secondly, there was a constant
WiFi and Bluetooth connectivity usage, as the ML models were not deployable on the
smartwatch. We opted to deploy the classification models on the server, which required a

constant connection to the server via WiFi to receive live output predictions.
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Chapter 6

Neural Networks for NEAT

Activity Detection on Smartwatch

6.1 Problem Scope

This chapter focuses on developing neural network models for Non-Exercise Activity
Thermogenesis (NEAT) recognition, extending beyond typical activities. Our aim is to
create a smartwatch-compatible model, offering real-time updates on NEAT activities. We
scrutinized key parameters, notably window length, considering their impact on battery
consumption and accuracy. Our ideal solution integrates seamlessly with common devices
and prioritizes energy efficiency for continuous data collection. Utilizing neural networks
on smartwatches, we prioritize user privacy with on-device predictions. Departing from
conventional practices, our lower frequency data sampling rate of 10 Hz, notably with
bidirectional LSTM, yields optimal accuracy and minimal battery depletion. Our hybrid
model, combining 1D-CNN and bidirectional LSTM, excels in accuracy, suggesting a
10-second window for practical real-world application. The findings discussed here are
further elaborated in [104].

6.2 Scope of chapter

1. Exploring neural networks: To research on neural networks. This involved
exploring various neural network architectures, evaluating their accuracy, and

feasibility of deployment in smartwatch.

2. Server-less tracking of NEAT activities:  To deploy classification models
directly in smartwatch for a server-less tracking of NEAT activities building upon

the foundation laid in previous chapter 5.

3. Optimising energy efficiency: To identify the optimal window length, which
achieves a balance between maintaining high accuracy and minimizing battery

consumption, making the solution practical for continuous use in real-world settings.

6.3 Contributions

This chapter makes several important contributions to the field of NEAT activity detection

on smartwatches through the development and experimentation with neural networks.
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These contributions include:

1. Server-less Real-Time Predictions: By focusing on on-device predictions
without reliance on external servers, we prioritized user privacy and developed
a solution compatible with smartwatch hardware, paving the way for scalable

deployment.

2. Performance Superiority of Hybrid Model: Through comparative analysis, the
hybrid model demonstrated superior performance, achieving the highest accuracy
with lower battery consumption compared to other models like 1D-CNN and
Bi-LSTM, particularly at higher data sampling rates of 10 Hz.

These contributions not only enhance NEAT activity recognition accuracy but also
advance the development of energy-efficient, privacy-preserving solutions for wearable

devices.

6.4 Candidate neural network classifiers

6.4.1 1D-CNN

The model architecture presented in Figure 6.1 includes eight layers. The first layer is
a ConvlD layer with 64 filters, a kernel size of 3, and a ReLU activation function. The
layer takes input in the shape of (# window length, # no. of features), where the window
length refers to the number of sensor instances considered for prediction and training, and
the number of features is six, as we have three axes for the accelerometer and three axes
for the gyroscope.

The second layer is another Conv1D layer with 128 filters, a kernel size of 3, and a ReLLU
activation function. A Dropout layer with a rate of 0.5 is the third layer, which randomly
drops out some of the neurons during training, to prevent overfitting.

The fourth layer is a MaxPoolinglD layer with a pool size of 2. It reduces the spatial
size of the output from the previous layer by taking the maximum value in each of
the 2 neighboring positions, which helps prevent overfitting and reduce the number of
parameters.

The fifth layer is a Flatten layer that flattens the output from the previous layer into a
1D array. The sixth layer is a Dense layer with 100 neurons and the ReLU activation
function.

The seventh layer is another Dense layer with n_outputs neurons, where n_outputs is the
number of classes in the output. It uses the softmax activation function, which outputs
probabilities for each class and is commonly used as the last layer in a classification
problem.

Finally, the model is compiled with a categorical cross-entropy loss function, an optimizer,
and accuracy as the evaluation metric. The categorical cross-entropy is used as a loss
function for multi-class classification problems, while the optimizer updates the model

parameters during training.
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Figure 6.1: 1D-CNN

To create an Artificial Neural Network (ANN) using Keras’ Sequential model, we begin

by adding the input layer which consists of 30 neurons and uses ReLU activation shown in

Figure 6.2. Next, we add four hidden layers with 40 neurons each using ReLLU activation,

along with a Dropout layer with a rate of 0.2 for each hidden layer. Dropout randomly

removes neurons during training to prevent overfitting. Finally, we add an output layer

with 13 neurons and a softmax activation function. The softmax function is commonly

used for multi-class classification problems as it outputs a probability distribution over

the possible classes. In summary, our classifier defines an ANN with four hidden layers,

each with 40 neurons, a dropout rate of 0.2, and an output layer with 13 neurons using

the softmax activation function.
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Figure 6.2: ANN

6.4.3 LSTM

To start, we initialize the RNN model depicted in Figure 6.3. Following this, we add the
first layer of LSTM with 120 units, where the return_sequences parameter is set to True
to return sequences from this layer to the next. Additionally, the input_shape parameter
is set to the shape of the input data X_train, which is a 3D array with shape (number of
samples, number of time steps, number of features). We then apply Dropout regularization
to the first LSTM layer with a parameter of 0.05, representing the fraction of input units
to be dropped.

Next, we add the second layer of LSTM with 150 units, again with return_sequences set
to True to return sequences to the next layer, followed by Dropout regularization. We
then add the third layer of LSTM with 100 units, again with return_sequences set to True,
followed by Dropout regularization. Finally, we add the fourth layer of LSTM with 50
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Figure 6.3: LSTM

units, with return_sequences not set, as this is the last LSTM layer in the network, followed
by Dropout regularization.

Lastly, we add the output layer with 13 units, using the Dense function to create a fully
connected layer in which each input unit is connected to each output unit. The output of

this layer represents the predicted value.

6.4.4 BiDirectional-LSTM

Our model architecture shown in Figure 6.4 includes a Bidirectional LSTM layer with 128
units, a type of RNN that captures temporal dependencies in sequential data. The layer’s
input shape is based on the training data’s shape, i.e., # window length and # no. of
features, where the window length refers to the number of sensor instances considered for
prediction and training, and the number of features is 6 as discussed above.

To prevent overfitting, we add a dropout layer with a rate of 0.5, randomly dropping out
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Figure 6.4: Bidirectional LSTM

some of the neurons during training.

We add a dense layer with 128 units and ReLU activation, followed by an output layer
with a number of units equal to the number of predicted classes. The output layer uses the
softmax activation function, which generates a probability distribution over the possible
classes.

The model is compiled using the categorical cross-entropy loss function, which is commonly

used in multiclass classification problems, and the Adam optimizer.

6.4.5 Our Hybrid Model

The presented diagram in Figure 6.5 delineates the architecture of a neural network
designed to process sequential data. The model is structured sequentially in this
arrangement, with each component serving a distinct purpose.

The initial component is a ConvlD layer aimed at detecting patterns in the input data.
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Figure 6.5: Our Proposed Hybrid Model

It comprises 64 filters, each scanning through a window of size 3. The 'ReLLU’ activation
function is employed to introduce non-linearity. This layer is designed to process data
shaped according to a specified window size and possesses six features.

Subsequently, a MaxPoolinglD layer follows, tasked with reducing data dimensions
through a process known as pooling. In this case, the pooling operation selects
the maximum value from every two adjacent values, thereby downsizing the data
representation.

The architecture progresses to incorporate a Bidirectional Long Short-Term Memory
(LSTM) layer, renowned for its prowess in capturing sequential dependencies. This specific
LSTM configuration comprises 128 units and operates in both forward and backward
directions, allowing the network to glean insights from patterns in either direction.

A Dropout layer is introduced to tackle the risk of overfitting — a phenomenon where

a model becomes overly adapted to training data. This layer systematically deactivates
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a fraction of neurons during training, effectively preventing the model from relying too
heavily on particular neurons.

A Dense layer with 128 units is added, enhancing the model’s capacity to identify intricate
patterns. The 'ReLU’ activation function applied to this layer introduces non-linearity,
enabling the model to accommodate complex relationships.

Concluding the architecture is an output Dense layer meticulously tailored for classification
tasks. The number of units within this layer aligns with the total count of classes, denoted
as 'num_classes.” The ’softmax’ activation function is utilized here, generating a probability
distribution that indicates the likelihood of each class being the correct prediction.

In summary, this neural network configuration comprises a sequence of layers, each
contributing to the model’s ability to process sequential data and produce accurate class

predictions.

6.5 Experimentation

Table 6.1: Total Training Data

Window Length | 10 Hz
1 second 113,400
3 seconds 37,800
5 seconds 22,680
10 seconds 11,340

Table 6.1 presents the distribution of occurrences for different window lengths. With an
increase in the window length, the frequency of occurrences declines. This trend arises
because we are expanding the timeframe for analyzing input statistical features and their
respective output labels. We deliberately decided not to extend the window length further,
as it did not yield substantial enhancements.

Training and evaluation metrics: In our experimental setup, we utilized window
lengths of 1 second, 3 seconds, 5 seconds, and 10 seconds. To ensure the robustness of
outcomes, we partitioned the dataset into training and testing subsets with an 80:20 ratio,
allocating 80% for training and 20% for testing. Among this 80% training data we had a
validation split of 10% and 90% i.e. our training data is divided into further training and
validation sets. A validation split of 0.1 (or 10%) is a commonly used practice in machine
learning and neural networks for the purpose of model evaluation. The primary goal of
using a validation split is to assess how well our neural network is generalizing to data
that it has not seen during training. Here’s why it’s done and what it accomplishes:
Model Evaluation: During the training process, the model learns from the training data.
However, the model’s ultimate goal is to perform well on unseen or new data. The

validation split allows us to set aside a portion of our data (in this case, 10%) for the
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purpose of model evaluation.

Preventing Overfitting: When a model is trained for too many epochs or is too complex, it
may start to ”overfit” the training data. Overfitting occurs when the model performs very
well on the training data but poorly on new, unseen data. The validation data helps to
detect overfitting. If the validation loss starts to increase while the training loss continues
to decrease, it’s a sign that our model might be overfitting.

Early Stopping: Validation data is crucial for implementing early stopping, which is a
technique used to prevent training the model for too long. When the validation loss
starts to increase consistently, early stopping allows us to stop training, saving time and

potentially preventing overfitting.

6.5.1 Effect of varying window length on total Accuracy & battery

consumption
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Figure 6.6: Accuracy and Battery Depletion Rate of neural networks

We compared our approach against [104] 1ID_CNN, LSTM, Bidirectional LSTM, and
ANN models for NEAT and non-NEAT activity detection. Figure 6.6a illustrates the
performance of our Hybrid model in comparison to others. In this experiment, we took
the following window lengths: 1 second, 3 seconds, 5 seconds, and 10 seconds. Following
two conclusions were drawn from our experiment. First, our Hybrid Model and ANN
obtained higher accuracy than all the other models (1D_CNN, Bi-LSTM, and LSTM),
and this trend was consistent across all the window lengths. Secondly, the performance
of all the models remained relatively consistent across the window lengths, i.e., no major
trends were seen across window lengths.

Figure 6.6b presents the rate of battery depletion, measured per second, for our
five designated neural networks: 1D_CNN, LSTM, Bidirectional LSTM, ANN, and
our proposed Hybrid Model. @ We used the function BatteryManager. BATTERY
_PROPERTY_CHARGE_COUNTER in Android to extract the cumulative charge stored
in the smartwatch battery. Figure 6.6b shows that a window length of 10 secs leads to the
lowest battery consumption (around 6 milli-amperes per second) for 1D_CNN, Bi-LSTM,
and our Hybrid Model. Further, in our experiments, we observed that when we set the

window length to 10 seconds (in our Hybrid Model) the app consumed around 10% of
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battery in one hour. However, when we set it to 3 seconds or 5 seconds, the app consumed
around 25% of battery in just one hour.

To summarize, we make the following conclusions from our experiments: (1) Accuracy of
all models remains consistent across different window lengths. (2) Our proposed Hybrid
Model categorically outperforms 1D_CNN, Bi-LSTM, and LSTM in terms of accuracy
(across all window lengths). (3) While the accuracy of our Hybrid Model is close to
that of ANN (across all window lengths), our model obtained a significantly lower battery
consumption rate than ANN (while maintaining comparable accuracy) at a window length
of 10 seconds. In other words, a window length of 10 seconds (for our model) balances the
trade-off between accuracy and battery efficiency.

Classifiers ‘ Class 1 Class2 Class3 Class4 Class5 Class 6 Class7 Class8 Class 9 Class 10 Class 11 Class 12 Class 13
1D-CNN 0.789 0.9 0.595 0.833 0.845 0.948 0.724 0.877 0.92 0.978 0.975 0.887 0.79

LSTM 0.738 0.833 0.36 0.767 0.722 0.879 0.635 0.795 0.874 0.981 0.977 0.815 0.656
Bi-LSTM | 0.815 0.936 0.607 0.923 0.774 0.96 0.627 0.863 0.764 0.979 0.96 0.48 0.63
ANN 0.81 0.90 0.80 0.81 0.83 0.91 0.85 0.91 0.97 0.96 0.99 0.89 0.80
Hybrid 0.858 0.95 0.537 0.817 0.891 0.984 0.806 0.896 0.925 0.984 0.987 0.909 0.822

Table 6.2: F1-Scores of Different Classifiers for Each Activity for 3 seconds window length

Window ‘ Class 1 Class2 Class 3 Class4 Class5 Class 6 Class 7 Class 8 Class 9 Class 10 Class 11 Class 12 Class 13

1 second 0.738 0.928 0.5 0.858 0.841 0.884 0.59 0.88 0.92 0.98 0.98 0.872 0.755
3 seconds 0.858 0.95 0.537 0.817 0.891 0.984 0.806 0.896 0.925 0.984 0.987 0.909 0.822
5 seconds 0.861 0.968 0.542 0.801 0.886 0.974 0.62 0.89 0.903 0.989 0.984 0.872 0.74
10 seconds | 0.868 0.937 0.51 0.784 0.863 0.979 0.723 0.91 0.923 0.979 1 0.905 0.77

Table 6.3: F1-Scores of Hybrid Model for Different Window Lengths for Each Activity

We present the Fl-scores for various classes achieved by different neural networks,
including our proposed hybrid model, in Table 6.2. Our hybrid model either matches
or surpasses the performance of the other models across most of the classes (with class 3
and class 4 being the exception). In Table 6.3, we illustrate the Fl-scores across different
window lengths obtained by our hybrid model.

Additional experimentation was done for two different frequencies (1hz and 10hz) to
understand the trend for different neural networks on both frequencies in figure 6.7. The
bar chart compares the accuracy of various machine learning models : 1D-CNN, Bi-LSTM,
Hybrid, LSTM, and ANN when trained and evaluated using two different data sampling
frequencies: 1 Hz (blue bars) and 10 Hz (red bars).

1D-CNN and ANN models show relatively similar performance across both frequencies,
with a slight improvement at 10 Hz. Bi-LSTM and LSTM models demonstrate a noticeable
increase in accuracy when the sampling frequency is increased from 1 Hz to 10 Hz,
indicating that these models benefit more from higher-frequency data. The Hybrid model
consistently performs the best at both sampling rates, showing the highest accuracy among
all the models tested.

This chart highlights the importance of data sampling frequency in model performance,
with most models benefiting from the higher 10 Hz frequency. However, the degree of

improvement varies across different model architectures.
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Figure 6.7: Comparison of Model Accuracy at Different Data Sampling Frequencies (1 Hz
vs 10 Hz)

6.6 Conclusion and Limitations

Identifying everyday household activities using data from a smartwatch is quite
challenging. Most past studies have focused on data transfer from sensor devices,
high-frequency data, or multi-sensor approaches, often neglecting basic domestic tasks.
In contrast, our innovative model can accurately distinguish thirteen different activities
using low-frequency data directly on the smartwatch. Our results show that this Hybrid
Model outperforms others in accuracy. We also found that a 10-second window length is
the optimal choice, balancing the trade-off between accuracy and battery life efficiency.

Though our research has developed an innovative model that accurately distinguishes
thirteen different household activities using low-frequency data directly on a smartwatch,
it still has some limitations. Firstly, we persisted with the same volunteers as before, thus
encountering the ongoing limitation of having a limited number of volunteers. Secondly,
our objective was to achieve real-time prediction output on the smartwatch without relying
on any external device or server. To achieve this, we deployed neural networks on the

smartwatch. However, this approach required compromising on accuracy.
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Chapter 7

Conclusions and Future Work

7.1 Research Conclusion

In chapter four [ 4] we address the challenging task of distinguishing 7 home activities
within a home environment using data from wearable smartwatch sensors. We encountered
a multifaceted problem where distinguishing such activities from low-frequency sensor
data presented a non-trivial challenge. = We noted that existing research in this
area predominantly focused on high-frequency data or utilized multiple sensors, often
overlooking basic home activities like sweeping, mopping, or cooking when working with
smartwatches.

In response to these limitations, we introduced our innovative model, designed specifically
to differentiate between seven distinct home activities using sensor data sampled at a
low frequency, specifically 1Hz. Through a series of experiments, we demonstrated the
effectiveness of our proposed approach in achieving superior accuracy when compared to
flat models, particularly when incorporating both gyroscope and accelerometer data. For
instance, with a 5Hz sampling frequency and 50% window overlapping, our Hierarchical
model achieved an impressive accuracy of 97%, outperforming the best flat model, XGB,
which achieved an accuracy of 93%. Similarly, when we reduced the sampling frequency
to 1Hz with the same window overlapping, our proposed Hierarchical model maintained a
substantial accuracy of 93%, surpassing XGB’s accuracy of 85%.

This sets the stage for the exploration of non-energy activity thermogenesis monitoring
using wearable technology, highlighting the potential of our approach in accurately
recognizing and differentiating household activities through the analysis of low-frequency
smartwatch sensor data. The promising results obtained from our experiments in the
chapter underscore the relevance and significance of our research, providing a solid
foundation for the subsequent work.

Building upon this foundation, in the fifth chapter [ 5], we delve deeper into the
development of our innovative system. This system is designed to furnish users with
real-time information about the specific activities they are engaged in, all through the use
of a smartwatch worn on their wrist. Our system successfully identifies and classifies a
total of 13 distinct activities, encompassing a wide range of daily tasks, such as cooking,
sweeping, mopping, walking, and more. These activities include not only physical activities
but also sedentary ones, like working on a laptop or watching TV. The process begins
with the user initiating data collection by pressing a start button on the smartwatch.

This raw sensor data is then transmitted to a central server for interpretation, where
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classification models are deployed to accurately recognize and categorize the user’s ongoing
activity. Communication between the smartwatch and the server is facilitated through
Wi-Fi connectivity.

To evaluate the system’s performance, we considered several crucial parameters, including
battery depletion rate, preprocessing features (Static and ECDF), file upload rate, data
sampling rate (1Hz or 10Hz), and the length of the timestamp window. Understanding
the battery depletion rate is of paramount importance, as it empowers users to make
informed decisions about the selection of optimal parameters. While the classification
models currently reside on the server due to computational limitations on the smartwatch,
our future goal was to optimize the system for on-device deployment, thereby reducing

dependence on internet connectivity.

One noteworthy aspect of our system was its ability to handle situations where the user’s
activity does not fall within the predefined 13 categories. In such cases, our model employs
a Fourteenth class, aptly named ”OTHERS.” This class serves as a catch-all for unclassified
activities, ensuring that users receive meaningful feedback even when their actions do not

align with the predefined list.

Throughout our investigation, we explored various clustering techniques in an attempt to
understand and classify activities within the ”OTHERS” class. However, the complexity of
high-dimensional data made it challenging to differentiate genuine outliers from legitimate
activities. Consequently, we introduced the concept of the dominating class, where the
system assigns that label if a particular class constitutes 60% or more of instances within a
given window. In instances where no single class achieves this threshold, the label defaults
to ”7OTHERS.” This approach provides flexibility, as the threshold can be adjusted to 40%

or 80%, depending on the desired level of leniency or strictness in our system.

This chapter illustrates the development and functionality of our activity recognition
system, highlighting its capability, robustness, and potential for future enhancements,
particularly with the objective of deploying classification models directly on the

smartwatch to further reduce reliance on external servers and internet connectivity.

Thus in chapter six [ 6], we took on the formidable challenge of distinguishing
everyday household activities from smartwatch sensor data without relying on Wi-Fi
or Bluetooth connectivity. In contrast to the prevailing research trends, which often
prioritize high-frequency data or multi-sensor approaches, our innovative model set out
to differentiate thirteen activities using low-frequency data sampling. By doing so, we
eliminated the need for external connectivity, not only enhancing user privacy but also

making real-world implementation more feasible and user-friendly.

Our empirical evaluations have yielded compelling results, firmly establishing the superior
performance of our proposed Hybrid Model in terms of accuracy when compared to other
models. This is a significant achievement, as it means that our model can reliably classify
activities even when users are operating their smartwatches in environments where Wi-Fi
or paired devices are not readily available. This extends the utility of our system to a

broader range of practical scenarios, adding to its real-world applicability.
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One of the key takeaways from our research pertains to the choice of window length for data
analysis. Our findings highlight that a window length of 10 seconds strikes a harmonious
balance between accuracy and battery efficiency. This practical decision allows users to
monitor their activities without the undue burden of excessive power consumption, thus
ensuring the continued user-friendliness of our system.

Moreover, it is worth noting that we have deployed neural networks, including 1d-CNN,
LSTM, and Bidirectional LSTM. Through extensive experimentation, we observed that
the highest accuracy was obtained with the Bidirectional LSTM model, while the 1d-CNN
model exhibited the least battery consumption. These insights led us to propose a
Hybrid Model that leverages both 1d-CNN and Bidirectional LSTM, achieving an overall
improvement in accuracy compared to the standalone models. The combination of
these models has been seamlessly integrated into the smartwatch using TensorFlow Lite
(TFLite), eliminating the need to transfer data to servers or systems to predict accuracy.
Chapter six of our thesis stands as a significant milestone in our research journey. It
demonstrates our ability to successfully address the challenge of recognizing household
activities using a low-frequency, standalone smartwatch system, while simultaneously
ensuring resource and operational efficiency. The insights gained from this chapter will
guide further development and refinement of our system, advancing the field of activity
recognition using wearable technology.

Our research journey has allowed us to create models that recognize activities using
wearable technology at home. These models show great promise, potentially benefiting
areas like healthcare and smart home automation. By seamlessly integrating neural
networks into standalone smartwatches, we have made a significant step towards more
user-friendly and efficient activity recognition systems.

As we wrap up this thesis, it’s clear that our work goes beyond the individual chapters.
Each innovative solution we have presented comes together to create a well-rounded
approach to activity recognition. The success of our models and the insights from
our experiments all contribute to advancing the field. Looking ahead, future research
could focus on optimizing on-device deployment, improving classification algorithms, and
broadening the range of activities recognized.

In essence, our thesis address the immediate challenges of activity recognition while
laying the groundwork for future advancements in wearable technology. By taking an
interdisciplinary approach, we have bridged gaps in existing research and paved the way
for more refined, efficient, and user-friendly solutions in the ever-evolving field of home

activity recognition.

7.2 Contributions to Existing Knowledge and

Distinctiveness of This Research

This section highlights how this research sets apart from the existing work done in the

field of NEAT activity detection. This also showcases how this research contributes to
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existing research and scales it.

7.2.1 Contribution to Existing Knowledge

1.

Comprehensive NEAT Activity Monitoring: This research extends the
understanding of NEAT by including a detailed and thorough analysis of 13 activities
which covers a wide range of daily activities using wearable technology. Other
research generally limited their approach to working with high-intensity activities
or specific isolated activities. With this research, we aim to broaden the scope of
activity detection by performing daily activities and generating a holistic view of
NEAT behavior.

. Low-Frequency Data Utilisation: In past research, there has been a prevailing

notion that high-frequency data is necessary for accurate activity detection, and
in order to curb that, we successfully built a hierarchical classification system that
operates at a low sampling frequency of 1Hz. This is a significant contribution
as it showcases that practical and long-term monitoring can be achieved without
compromising on accuracy. This, in turn, helps to build user compliance and broaden

the scope for a scalable solution.

Hierarchical Classification Model: The hierarchical classification model
presented in this research represents a novel approach to activity recognition. By
breaking complex multi-class classification tasks into simpler binary decisions, this
model improves accuracy and robustness in classifying between similar activities.
The creation of this model paves the path for future studies to improve the accuracy

of activity detection.

Robust Feature Extraction Techniques: This research sets a new standard for
preparing data in NEAT activity detection by using strong statistical methods to
extract features from low-frequency data. By effectively using features like max,
mean, mode, variance and lower quartile it ensures enough information is captured

for accurate classification, even when data is sparse.

. Practical Implications for Health Monitoring: This research helps improve

health monitoring and personal fitness by providing practical and easy-to-use
solutions. The system gives real-time feedback and uses little power, allowing

continuous use. This supports long-term health changes and better lifestyle habits.

7.2.2 Distinctiveness of This Research

1.

What sets this research apart is using low frequency (1Hz-10Hz) while maintaining a
high classification accuracy. This addresses a significant gap in the existing research
where high-frequency data collection often leads to impractical solutions for everyday

use.
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2. Including the “Others” class for unclassified activities highlights the system’s
capability to classify the class if it is not part of any of the 13 activities we choose.
This approach ensures that our research remains relevant and informative across a

wide range of user activities and thus improves upon activity recognition.

3. The model’s performance was evaluated using real-world data collected from
volunteers in a typical home environment. Previous research relies on data collected
from controlled lab environments, which may not reflect accurately upon everyday
conditions. This approach ensures that our findings can be directly applied in real-life

scenarios, enhancing the external validity of the research.

4. Our research’s primary focus of the research was to build an energy-efficient solution,
such as on-device processing and low-frequency data usage. The major benefit of
using energy-efficient solutions is better practical applicability. This sets our research
apart from other research that may achieve high accuracy at the cost of high energy

consumption and limited battery life.

5. As we demonstrated that accurate NEAT activity detection can be achieved with
low-frequency data, this research paves the way for more efficient and user-friendly
wearable devices. The advancement can influence the design and functionality of

future wearable technologies, promoting broader adoption and sustainable usage.

Conclusion

In summary, this research makes significant contributions to the field of NEAT activity
detection by demonstrating the feasibility of low-frequency data utilisation, introducing a
hierarchical classification model, and emphasising practical, user-friendly solutions. The
study sets itself apart by building energy-efficient solutions with real-world applicability,
ensuring the findings are innovative and directly relevant to improving health monitoring
technologies. Table 7.1 showcases our objective and fulfilment’s of building a NEAT

Activity detection system.

7.3 Limitations of the research

Our research has a few limitations that need to be acknowledged.

1. The range of activities we performed was limited because we started our research
during the COVID-19 pandemic. This meant we could only perform household
activities during curfews in India. This restriction narrowed the activities we could
analyse. Still overcoming the challenge, we tested out 13 different activities that we

could perform indoors and outdoors.

2. There was a limited number of volunteers. At first, only family members could

participate due to lockdown restrictions. Later, we included ten volunteers from our
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Objective Fulfillment Evidence
Develop a Robust | Implementation of a | High accuracy and robustness

NEAT  Activity
Detection System

hierarchical model leveraging
low-frequency  data
wearable sensors, ensuring
accurate  classification  of
various NEAT  activities.
Advanced feature extraction
techniques (Statistical and
ECDF) enhance robustness
and reliability.

from

demonstrated through
real-world data collected from
volunteers. Effective handling
of complex
classification tasks, accurately

multi-class

detecting activities like
walking, standing, and
cooking.

physical activity and healthier
lifestyles through immediate
insights.

Ensure  Energy | Designed for energy efficiency | Significant reduction in power
Efficiency and | and practicality with a | consumption compared to
Practicality low  sampling frequency, | high-frequency methods.
balancing data accuracy and | Extended battery life and
battery life for long-term use | minimized  energy  usage
without frequent recharging. | through on-device processing,
Enhances user compliance | making the system practical
and practical application | and efficient for everyday use.
feasibility.
Incorporate a | Successfully included a | Accurately classified thirteen
Comprehensive wide range of NEAT | different activities, chosen
Range of NEAT | activities representing daily | for their prevalence and
Activities movements, capturing a | representativeness in
holistic ~view of NEAT | typical home and outdoor
behaviors and  providing | environments. Demonstrates
valuable insights into physical | comprehensive coverage and
activity patterns. real-world applicability.
Address Privacy | Avoids intrusive vision-based | Prioritizes privacy by utilizing
Concerns systems, using non-intrusive | accelerometer and gyroscope
wearable sensors to monitor | data, avoiding visual or audio
movements without capturing | information. Sets the research
sensitive visual data, | apart from existing solutions
enhancing user trust and | that raise privacy issues with
acceptance. continuous video recording.
Provide Provides real-time feedback to | Demonstrated capability for
Real-Time users based on NEAT activity | real-time data processing
Feedback levels, motivating increased | and instant feedback using

on-device neural networks.
Users immediate
updates on activity levels,
promoting consistent
engagement and  positive

behavior changes.

receive

Table 7.1: NEAT Activity Detection System Objectives and Fulfillment
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neighbourhood for data collection. However, the ongoing COVID restrictions made
getting a larger, more diverse group difficult. This small group of volunteers may

affect how broadly our findings can be applied.

3. In Chapter 5 of our research, we mentioned using the server for real-time feedback
to the user. We needed a constant connection to WiFi and Bluetooth to execute this
because they couldn’t run directly on the smartwatch. This constant connectivity
might be problematic in real-world situations where WiFi isn’t always available.
However, later in research, we mitigated this in Chapter 6 and deployed models

directly in the smartwatches.

4. To make real-time predictions on the smartwatch without using external devices or
servers, we ran neural networks directly on the smartwatch. However, we had to
give up better accuracy generated through flat models compared to neural networks

to use this method.

5. We used only two smartwatches of the same brand to collect data and ensure we did
not have a disparity in the data set. The application was built in Android (Wear
0OS), so any device that uses the same OS can easily use it. We must use multiple

devices to scale and generalise the findings in future research.

Despite these challenges, our research shows that using low-frequency smartwatch data

for recognising activities is promising and sets the stage for future studies.

7.4 Future work

In recent years, NEAT (Non-Exercise Activity Thermogenesis) activity detection using
smartwatches has emerged as a promising technology, facilitating a deeper understanding
of individual physical activity and promoting healthier lifestyles. As technology continues
to evolve, several future scopes are poised to enhance the efficacy and practicality of
NEAT activity detection. In this section, we will explore critical areas of development

that promise to shape the future of this field.

7.4.1 Further battery optimisation

When it comes to deploying neural networks for the monitoring of Non-Exercise Activity
Thermogenesis (NEAT) activities on smartwatches, the main challenge is the constrained
battery life of these compact wearables. Smartwatches, despite their versatility, come
equipped with miniature power sources that inherently face limitations in terms of
energy capacity. This limitation results from the appropriate balance between power
and form factor, as smartwatches aim to accommodate various functions while remaining
comfortable to wear. The continuous and resource-intensive monitoring required for NEAT
activities can rapidly deplete the smartwatch’s battery, bringing forth several critical

issues. Firstly, this battery limitation significantly affects the user experience. Frequent
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recharging or a short battery life can disrupt the seamless integration of the smartwatch
into daily routines. The inconvenience of frequent charging and the constant concern
about running out of battery can deter users from fully utilizing the smartwatch’s potential.
Secondly, the limited battery life directly influences the scope of NEAT activity monitoring.
A shorter battery life may necessitate fewer monitoring intervals, limiting the ability to

capture a comprehensive picture of a user’s daily activities.
Innovative Solutions to Optimize Energy Efficiency:

Researchers are actively engaged in developing innovative solutions to address these
challenges and optimize the energy efficiency of neural networks and sensor operations

within smartwatches. Several key strategies are being employed:

Model Compression: One of the primary strategies involves model compression.
Researchers are working diligently to reduce the complexity of neural networks without
compromising accuracy. This reduction in model size results in more streamlined
computations during inference, leading to significantly lower energy demands. The
development of compressed or lightweight models ensures that activity recognition remains

highly accurate while substantially conserving battery life.

Sensor Management and Fusion for Efficient Data Collection: Smartwatches
are equipped with an array of sensors, including accelerometers and gyroscopes. To
conserve power during periods of inactivity, researchers are developing intelligent sensor
management algorithms that selectively activate sensors only when necessary, allowing
the smartwatch to gather data efficiently without constantly draining the battery. By
turning sensors on and off strategically, energy consumption is minimized, and accurate
monitoring is maintained. Integrating advanced, energy-efficient sensors capable of
capturing precise data enables intermittent or event-triggered data acquisition, reducing
the need for continuous monitoring. Smartwatches equipped with these sensors can
intelligently collect data only when relevant, lowering the energy overhead associated with
non-essential monitoring. Ongoing research in sensor fusion techniques and data collection
methodologies further enhances energy efficiency, ensuring smartwatches perform their

tasks without overtaxing their batteries.

Low-Power Model Architectures: Mitigating the battery life challenge involves
a crucial focus on the development and deployment of low-power neural networks
architectures. These models are tailored to the specific constraints of smartwatches and
edge devices. Notable examples include MobileNet and TinyML, designed to minimize
energy consumption while preserving high-performance capabilities. Such models enable
smartwatches to operate with extended battery life, ensuring that the wearers can enjoy
uninterrupted activity monitoring without compromising the accuracy of detection. This
field of research is continually evolving, with researchers pushing the boundaries of

energy-efficient model design.
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7.4.2 Integrating Other Types of Sensors

Future research can make NEAT activity data more accurate and detailed by adding
more types of sensors. Using heart rate monitors, barometers, and GPS modules can give
extra information, helping us understand user activities better. For instance, heart rate
monitors can tell us how intense an activity is, giving us more precise details about NEAT
activities. Barometric pressure sensors can notice changes in height, like when someone
climbs stairs, and GPS modules can show the location of outdoor activities, making it
easier to track activities in different places.

However, adding more sensors comes with challenges. More sensors can use up more
power, so we need to find ways to save energy to keep the devices working for a long time.
Also, combining and syncing data from different sensors can be tricky and might need

advanced computing power.

7.4.3 Applying Models in Different Environments

To make sure NEAT activity detection models are strong and work well everywhere, future
studies should test these models in diverse environments. This means trying them out in
cities, countryside, indoors, outdoors, and in various weather conditions. Testing in these
different places will help the models recognize NEAT activities accurately no matter where
they are used, making them more reliable.

Testing with a diverse groups of people and in different settings will also make the models
more useful and trustworthy for everyone. However, different places have different types
of noise and disruptions that the models need to handle, which is a big challenge. Also,
collecting enough varied data from many places takes a lot of planning and resources,

making it a tough task.

7.4.4 Domain Adaptation

In the world of NEAT (Non-Exercise Activity Thermogenesis) activity detection using
smartwatches, research is on the brink of some exciting breakthroughs. The future isn’t
just about making these systems work better; it’s about making them smarter and more
adaptable. Imagine smartwatches that can seamlessly adjust to various situations, cater to
each person’s unique habits, and stay reliable even when conditions change unexpectedly,
all while maintaining top performance. Here’s a look at the future research paths that
could make this vision a reality:

Personalized Models: The path forward in NEAT activity detection research leads to the
development of models that are not just intelligent but profoundly personalized. This
envisages a future where research efforts empower Al to understand individuals at a
personal level. It involves crafting models that can discern the nuances in an individual’s
movements and behaviors, akin to the way a close friend would. The research paper
”Personalized Human Activity Recognition Using Convolutional Neural Networks” by

Rokni et al. in 2018 [105] serves as a guiding light for this direction. Future research
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will likely focus on models that adapt to be as unique as each individual, accurately
recognizing activities, regardless of how they are performed.

Transfer Learning: In the ever-evolving world of Al research, the ability to learn quickly
and adapt is becoming increasingly crucial. Transfer learning is at the heart of this
capability. Imagine AI models that can leverage the experience of previous models and
rapidly fine-tune themselves with specific new data, much like a seasoned professional
mastering a new job. A groundbreaking study by Chen et al., "Fedhealth: A federated
transfer learning framework for wearable healthcare” (2020) [106], showcased the immense
potential of this technique in healthcare. Extending this approach to NEAT activity
detection holds exciting possibilities. The future will likely see Al systems that are not
only more reliable but also more versatile, ready to meet the challenges of our dynamic
world.

In conclusion, the future of NEAT activity detection research holds the promise of
personalized, adaptable, and resilient systems, much like a close friend who understands,
learns quickly, and effortlessly adjusts to the world around them. This future envisions
NEAT activity detection that is not just accurate and reliable but deeply relatable,

ushering in a new era of human-AI collaboration.

7.4.5 Use of Functional API:

The conventional sequential API (Figure 7.1) for neural networks on smartwatches can
be limiting. Future developments will explore the use of the Functional API (Figure 7.2)

to build more complex and versatile models that can better capture and interpret NEAT

activities.
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Figure 7.1: Sequential API

Flexible Model Architectures: The Functional API allows for the creation of flexible,
non-linear model architectures. This flexibility is particularly useful when dealing with

complex NEAT activity patterns that may not follow a strictly sequential structure. While
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Figure 7.2: Functional API

specific papers on the use of the Functional API in smartwatch-based activity detection
may be limited, research on the Functional API’s applications in neural networks can be
adapted to this context.

Feature Fusion: Leveraging the Functional API, researchers can develop models that
efficiently fuse data from multiple sensors and sources. Feature fusion is essential for better
data representation and enhanced activity detection. Papers like ”Deep Feature Fusion for
COVID-19 Detection Using Chest X-rays” by Siva Sundara Rajan and Sudharsan (2021)
illustrate the concept of feature fusion in deep learning.

In conclusion, the future of NEAT activity detection using smartwatches and neural
networks holds great promise. Future developments in Battery Optimization, Integrating
Other Types of Sensors, Applying Models in Different Environments, Exploring Real-Time
Feedback Mechanisms, Domain Adaptation, and the use of the Functional API will
significantly enhance the effectiveness and practicality of these devices, ultimately
contributing to improved health and well-being for users. Researchers and developers
in this field should draw inspiration from existing research and adapt these insights to
the unique challenges and opportunities presented by smartwatch-based NEAT activity

detection.
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