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Lay Summary

IoT has gained significant popularity due to its applications in various domains, including

smart cities, healthcare, industrial automation, transportation, agriculture, supply chain,

remote monitoring, etc. The applications from each domain have different quality of

service requirements. For example, autonomous vehicles, industrial automation, real

time surveillance, and emergency response systems require low latency to ensure timely

data processing, decision making, and safety. Similarly, remote monitoring applications

deployed at inaccessible locations, such as wildlife tracking, oil and gas field monitoring,

smart meters in remote areas, and building and infrastructure monitoring, require higher

energy efficiency for longer battery life and continuous operation. Given the importance

of these applications and their requirements, this dissertation focuses on fulfilling these

quality of service requirements. First, this dissertation proposes a performance model

to analyze latency. Based on this performance, the model derives simplified analytical

expressions to choose optimal transmission parameters that ensure minimal latency.

Further, based on analytical expression, it proposes algorithms that autonomously

optimize the network to achieve minimal latency. In addition to the above, this analysis

provides valuable insights for service providers aiming to establish networks with such

requirements. Thereafter, this dissertation proposes three different strategies for battery

life enhancement, namely, battery life enhancement through effective hardware design

and efficient utilization, battery life enhancement through hardware miniaturization, and

battery life enhancement through aggregated data transmission. In addition to the above,

this analysis provides a foundation for an Internet of Things engineer aiming to achieve

higher energy efficiency and longer battery life.
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Abstract

This dissertation aims at managing and fulfilling two crucial Quality of Service (QoS)

requirements of Internet of Things (IoT) applications, namely, latency and energy

efficiency. Indeed, significant research efforts have been made toward achieving low latency

and higher energy efficiency for latency sensitive and energy constrained IoT applications.

However, the existing solutions possess various limitations. For instance, the literature

on latency sensitive applications primarily emphasized on selecting low latency protocol

to achieve minimal latency; certainly selecting low latency protocol is important, however

merely selecting low latency protocol does not guarantee minimal latency. For example,

in Bluetooth Low Energy (BLE) (a low latency protocol chosen for latency analysis

and minimization in this dissertation) transmission, when the advertising interval is set

too large, the BLE gateway receiving the packets must wait for advertising packets to

arrive, which increases the overall latency. Conversely, with a small advertising interval,

the advertising packets become overpopulated, resulting in extensive collisions. This,

in turn, raises the overall latency. This shows the importance of selecting transmission

parameters (advertising interval in BLE). However, in this context, none of the existing

works have provided simplified expressions to choose optimal parameters for minimizing

latency. Moreover, the current solutions often assume homogeneous network scenarios;

however, the majority of IoT applications, including the smart manufacturing industry,

have a variety of sensors having different data sizes, likely to form a heterogeneous

network. Likewise, the solutions for energy constrained applications have the following

shortcomings; Firstly, the sensors are powered directly from the power supply which

makes the sensor to consumes few µA’s of current even in the sleep mode. Secondly,

utilizes global positioning system (GPS) for real time location estimation even when higher

accuracies are not desired or high errors in real time locations can be tolerated. Since it is

a known fact that GPS requires a significant energy budget for its operation, hence affects

overall battery life significantly. Thirdly, the existing solutions transmit raw data, usually

generated frequently, consequently increasing total transmission and causing high energy

consumption. Besides, it transmits a fixed number of copies to overcome data loss issues.

However, transmitting a fixed number of copies may not completely overcome packet loss

and may also lead to redundant transmissions. Hence, to address the aforementioned

issues, this dissertation first proposes a performance model to analyze latency considering

the heterogeneous scenario. Based on the performance model, derives simplified analytical

expressions for optimal parameter selection that ensures minimal latency. Moreover, based

on these analytical expressions, this dissertation proposes algorithms that autonomously

optimize the network and ensure minimal latency. The work considers two different

scenarios, namely, sensor nodes-gateway communication and sensor nodes-gateway-user

communication. In addition to the above, this analysis provides valuable insights for

service providers aiming to establish networks with such requirements. Thereafter, this

dissertation proposes three different strategies for increasing energy efficiency and battery

life enhancement, namely: (i) battery life enhancement through effective hardware design
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and efficient utilization, (ii) battery life enhancement through hardware miniaturization,

and (iii) battery life enhancement through aggregated data transmission. Battery life

enhancement through effective hardware design and efficient utilization involves: (a)

utilizing general purpose input output pins (GPIOs) to power sensors and (b) optimizing

controller clock configuration. Further, battery life enhancement through hardware

miniaturization involves replacing expensive and energy intensive GPS with a energy

efficient received signal strength indicator (RSSI) based real time localization algorithm

which estimates real time locations without incorporating additional positioning hardware,

thus saving significant energy. Furthermore, battery life enhancement strategy aggregated

data transmission involves: (a) thresholding method that reduces the total number of

transmissions and saves a significant amount of energy by only transmitting parametric

data over raw data, which is usually sensed and transmitted very frequently, and (b)

analytical expression for selecting number of copies required to overcome the packet loss

and redundant transmissions, thus saving significant energy. In addition to the above, this

analysis provides a foundation for an IoT engineer to achieve higher energy efficiency and

longer battery life.

Keywords: Latency; Energy Efficiency; Quality of Service (QoS); Bluetooth Low Energy

(BLE); Long Range (LoRa); Remote Monitoring; Internet of Things (IoT); Industrial

Internet of Things (IIoT).
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Chapter 1

Introduction

The Internet of Things (IoT) represents a major shift in how devices interact and

communicate, moving beyond traditional computing to integrate a broad range of physical

objects into the digital world [1]. By connecting everyday items such as home appliances

[2, 3], wearable health monitors [4], industrial machinery [5, 6], and city infrastructure [7]

IoT allows these objects to collect, share, and act on data independently. This connectivity

enhances automation, enables real time monitoring, and supports data driven decision

making, leading to innovations across various fields [8].

As IoT technology evolves, it promises to revolutionize various domains, from homes

and healthcare to industrial processes and urban management, shaping a future where

interconnected devices work harmoniously to address complex challenges and enhance

human well being [9]. At its core, IoT aspires to optimize efficiency, improve quality of life,

and drive sustainability through intelligent automation and real time insights. This vision

includes advancing low latency communication to support time sensitive applications

such as autonomous vehicles and smart manufacturing, as well as achieving high energy

efficiency to extend the operational life of battery powered devices [10].

Hence, this dissertation focuses on minimizing latency and achieving higher energy

efficiency to accomplish the above highlighted visions of IoT. The rest of the introductory

chapter is structured as follows. Section 1.1 discusses the key application domains of

IoT. Section 1.2 discusses crucial IoT applications and their Quality of Service (QoS)

requirements. Section 1.3 discusses the architecture of IoT. Section 1.4 provides an

overview of different IoT technologies used for wireless data transmission. This section also

discusses how to select these technologies. Section 1.5 provides insights into various issues

related to latency sensitive and energy constrained IoT applications. Section 1.6 discusses

the objectives formulated to address the issues highlighted in Section 1.5. Finally, Section

1.7 provides the dissertation outline and summarizes the key contributions of each chapter.

1.1 Key Application Domains of IoT

The IoT has diverse applications across multiple industries, demonstrating its broad utility

and significant impact [11]. Below are key areas where IoT technologies are making a

difference (summarized in Figure 1.1).

� Home: IoT applications in the home include smart thermostats that autonomously

regulate temperature, smart lighting systems that provide automated illumination,
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Industry
• Robotic automation

• Process monitoring

• Remote control and 

operations

Agriculture
• Smart irrigation

• Climate forecast

• Crop monitoring

• Livestock monitoring

Cities
• Smart parking

• Waste management

• Surveillance and security

Homes
• Smart door lock

• Smart bulbs

• Smart thermostat

Healthcare
• Smart wearables 

• Activity tracker

• Real-time monitoring

Transportation
• Automotive cars

• Traffic management

• Vehicle monitoring

Logistics
• Inventory

management

• Goods tracking and

monitoring

Utilities
• Smart metering

• Smart grids

Key

application

domains of

IoT

Figure 1.1: Key application domains of IoT.

advanced security systems that deliver real-time alerts, occupancy sensors that

adjust settings based on room usage, and smart wearable devices for immersive

experiences like virtual and augmented reality [12, 3]. IoT applications in home

offers increased comfort, security, and efficiency.

� Cities: IoT applications in urban environments include real time traffic management

that optimizes traffic flow and reduces congestion, public safety enhancements

through closed circuit television (CCTV) surveillance, air quality monitoring that

tracks pollution levels, smart waste management systems that streamline collection

processes, and intelligent street lighting and parking solutions that improve urban

efficiency [13, 14, 15, 16, 17]. IoT applications in cities improve safety, environmental

conditions, and operational efficiency and, as a result, enhance the overall quality of

life for residents.

� Transportation: IoT applications in transportation include connected vehicles

that enable communication between vehicles and infrastructure, fleet management

systems that monitor and optimize the performance of vehicle fleets, and traffic

monitoring tools that provide real-time data on road conditions and traffic flow

[18, 19]. IoT applications in transportation streamline operations, enhance safety,

and improve overall efficiency.

� Healthcare: IoT applications in healthcare includes real time and remote patient
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monitoring that track vital signs and health metrics, activity trackers that monitor

physical activity and health data, smart warbles that provide continuous health

insights, advanced medical devices such as insulin pumps and heart monitors that

support personalized treatment plans. IoT applications in healthcare support better

health management and timely medical interventions [20, 21, 22].

� Utilities: IoT applications in utilities includes; smart grid technologies that

optimize energy distribution, energy consumption monitoring systems that track

and manage usage, and the integration of renewable energy sources such as solar

and wind power [23, 24, 25]. IoT applications in utilities contribute to more

efficient and sustainable utility management, reducing energy waste and supporting

environmental sustainability [23, 24, 25].

� Agriculture: IoT applications in agriculture include precision farming technologies

that utilize soil sensors to monitor and manage soil conditions, automated irrigation

systems that optimize water usage, and livestock tracking solutions that monitor

animal health and productivity. IoT applications in agriculture improve agricultural

practices, improve resource management and increase productivity [26, 27, 28].

� Logistics & Retail: IoT applications in logistics and retail includes; real time

inventory management systems that track stock levels and optimize supply chain

operations, personalized marketing tools that target consumers based on their

behavior, and asset tracking solutions that monitor the location and status of

goods and equipment. IoT applications in logistic and retail, improves operational

efficiency, reduces overall time and operational costs, and enhance customer

experiences by streamlining inventory and supply chain processes [29, 30].

� Industries: IoT applications in industries includes; robotic automation that

enhance production processes, real time process monitoring tools that provide

insights into manufacturing operations, and remote control solutions that allow for

the management of industrial equipment from remote place. IoT applications in

industries contribute to improved efficiency, reduced downtime and operation costs,

driving overall productivity in industrial environments. [31, 32, 33, 34, 35].

These applications highlight how IoT technologies are transforming various aspects of our

lives, improving efficiency, safety, and sustainability across different domains.

1.2 Crucial IoT Applications and their QoS Requirements

The QoS requirements for IoT applications can differ significantly based on their specific

use cases and industry contexts. As illustrated in Figure 1.2, different IoT applications

have different QoS requirements [36, 37, 38]. For instance, smart industry applications

such as robotic automation, predictive maintenance, and industrial process control

require low latency, high reliability, etc. Low latency ensures real time response and
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efficient automation, whereas reliability ensures consistent data flow and operational

stability. Similarly, smart agriculture applications require higher energy efficiency, data

integrity, etc. Higher energy efficiency ensures longer battery life, whereas accurate data

from sensors ensures reliable and precise monitoring, enabling effective decision making.

Likewise, smart city applications require higher scalability, where infrastructure must

accommodate an expanding number of connected devices and growing data volumes for

applications like traffic management and public safety. Also, smart homes require energy

efficiency, low latency, etc. Again, higher energy efficiency ensures longer battery life,

which is crucial, whereas low latency here ensures seamless interaction with devices such

as smart thermostats and lighting systems.

Applications: 

Livestock monitoring, 
smart irrigation, climate 

forecast etc.

QoS requirements:

Energy efficiency, 
Range, Scalability 

etc.

Range

Scalability

Applications:

Patient monitoring, 
Fall detection, smart 

wearables etc.

QoS requirements:

Reliability, Data rate, Latency, 
Security

Applications: 

Smart parking, 

Smart metering, 

Smart lighting etc.

QoS requirements: 

Long range, scalability, Energy 
efficiency, Data rate etc.

Applications: 

Robotic automation, Remote 

monitoring etc.

QoS requirements: 

Latency, Reliability, 

Energy efficiency, 

Scalability etc.

Smart Industry

Smart Cities

Smart Agriculture

Smart Healthcare

IoT 

Applications

Figure 1.2: IoT applications and QoS requirements.

Across these diverse applications, the common QoS themes—low latency, energy efficiency,

reliability, scalability, data integrity, and security—are adapted to meet the specific

challenges and requirements of each sector, ensuring effective and reliable IoT solutions

[36].

� Low Latency: Critical for applications requiring real time responses, such as

autonomous vehicles and industrial automation. Example: Autonomous vehicles

need minimal data transmission delays to support rapid decision making for safe

navigation.

� Energy Efficiency: Essential for extending battery life and reducing operational

costs, particularly in remote inaccessible or sensor intensive deployments. Example:

Environmental monitoring sensors must be energy efficient to minimize maintenance

and prolong operational life in remote areas.
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� Reliability: Ensures consistent and accurate data transmission, crucial for

applications in healthcare and industrial settings. Example: Healthcare monitoring

systems rely on reliable data transmission to enable timely medical responses.

� Scalability: Supports the ability to handle growing numbers of devices and data

volumes, which is important for smart city implementations. Example: Smart city

infrastructure must accommodate an increasing number of devices and data as urban

IoT deployments expand.

� Data Integrity: Guarantees that data remains accurate and consistent throughout

its lifecycle, vital for applications like asset tracking and environmental monitoring.

Example: Agricultural IoT systems need reliable data from soil sensors to support

precision farming and enhance crop yield.

� Security: Protects data confidentiality, integrity, and authenticity to safeguard

against unauthorized access and cyber threats. Example: Industrial IoT systems

must implement strong security measures to prevent cyber attacks and protect

sensitive operational data [39, 40, 41].

The aforementioned IoT applications highlight diverse QoS requirements ranging from

low latency, longer battery life, and high reliability to scalability and security, depending

on the specific use case and industry. Hence, meeting these requirements is crucial for

ensuring the effectiveness and reliability of IoT deployments across various sectors. From

the above discussion, it can be observed that achieving minimal latency and longer battery

life is crucial for many applications. Hence, this dissertation primarily focuses on achieving

minimal latency and higher energy efficiency in order to fulfill the vision of IoT. The IoT

architecture is discussed in the subsequent section.

1.3 IoT Architecture

Most IoT applications use a four layer architecture, as shown in Figure 1.3 [42].

Sensors

Layer

Communication

Layer

Middleware

Layer

Application

Layer

Data

Visualization

Things

or

Objects

Figure 1.3: A four layer IoT architecture.
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Perception Layer: The Perception Layer, also referred to as the sensor layer, plays a

crucial role in identifying physical objects and gathering data from them using various

sensors. These sensors capture various information, such as temperature, humidity,

location, and environmental conditions. Depending on specific applications, different

types of sensors are utilized; for example, SHT40 sensors are employed for monitoring

temperature and humidity levels.

Communication layer: The Communication Layer, also known as the transmission or

network layer, facilitates the transfer of data collected by sensors to a central gateway

or base station, and vice versa, using diverse networking technologies like Bluetooth Low

Energy (BLE), Sigfox, Long Range (LoRa), or Narrow Band Internet of Things (NBIoT).

This layer ensures seamless connectivity and efficient data transmission across the IoT

network.

Middle layer: Sitting between the communication and application layers, the Middle

Layer, or data processing layer, undertakes the storage, analysis, and processing of

data received from the communication layer. It leverages advanced data analytics

methodologies and technologies such as databases, cloud computing, and big data

processing modules. For instance, in smart transportation applications, this layer can

analyze real time traffic data to predict future traffic conditions and optimize traffic

management strategies.

Application Layer: The Application layer is where end users interact with the IoT

system, accessing application specific services. For example, users may utilize mobile apps

to remotely monitor and control devices like air conditioners or coffee makers. This layer

ensures seamless integration of IoT functionalities into everyday applications, enhancing

user convenience and operational efficiency in diverse contexts..

The technologies used by different IoT applications are discussed in the subsequent section.

1.4 IoT Technologies

Different IoT applications have different requirements in terms of latency, energy efficiency,

data rate, coverage range, mobility, cost, etc. A single technology cannot meet these

requirements of different IoT applications [43, 44]. For instance, BLE can provide low

latency and high energy efficiency, but at the cost of short-medium coverage range [45].

Accordingly, different wireless technologies are usually adopted depending on the needs

of the applications. For instance, BLE can be adopted for applications consisting of a

large number of devices, requiring low latency, short to medium coverage range, high

energy efficiency, and lower cost [45, 46]. Likewise, LoRa can be adopted for applications

consisting of a large number of devices requiring longer range, high energy efficiency, and

lower cost [46, 47]. The available IoT technologies are shown in Figure 1.4 [38].
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IoT Technologies

Non-cellular IoT Cellular IoT

LPWANBLEWiFi ZigbeeNFC/RFID Legacy Cellular LPWAN

NBIoTLoRaSigfox 2G/3G/4G/5G

Figure 1.4: IoT technologies.

Most of the IoT applications, for instance, smart manufacturing and autonomous vehicles,

require low latency, short-medium coverage range, higher energy efficiency, and higher

scalability. Likewise, numerous IoT applications involve remote monitoring, for instance,

crop monitoring and smart metering, which require a network that covers a large

geographic area, possesses higher energy efficiency, is low cost, and is scalable with an

increasing number of connected devices. To meet these requirements, Low Power Wide

Area Networks (LPWAN) have recently emerged as the most promising wireless technology

[46]. LPWANs offer attractive features such as long range, higher energy efficiency,

and low cost communications. However, they are mainly suitable for applications that

can tolerate delays and do not require high data rates. The comparison of LPWAN

technologies with cellular communication technologies and short range technologies in

terms of energy efficiency, latency, and coverage range is shown in Figure 1.5 [38]. The

popular LPWAN technologies are LoRa [48], sigfox [49], and NBIoT [50]. An introduction

and comparison of these LPWAN technologies are presented in [51, 52]. Among all these

LPWAN technologies, LoRa has attracted more attraction due to its open standards

that allow an individual to build an autonomous network at a lower cost [46]. Since

this dissertation focuses on BLE for latency sensitive applications and LoRa for remote

monitoring applications hence, a brief overview of each technology is provided in the

subsequent section.

1.4.1 Overview of BLE

BLE is a wireless communication technology designed to provide low power, short range

connectivity. Introduced as part of the Bluetooth 4.0 specification by the Bluetooth

Special Interest Group (SIG), BLE is optimized for applications requiring minimal energy

consumption while maintaining moderate data transfer rates [53]. It is widely used

in various applications, including wearable devices, health monitors, and smart home

technologies.

Key Features

� Low Energy: BLE is engineered for energy efficiency, making it ideal for battery
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Figure 1.5: Different wireless communication technologies.

operated devices. It achieves this through its efficient use of communication intervals,

allowing devices to remain in a low power sleep mode between data transmissions.

This design enables BLE devices to operate for months or even years on small coin

cell batteries.

� Range: BLE typically supports communication ranges of up to 200 meters in open

space [45]. This medium range capability is suitable for applications where devices

are within close proximity, such as machine automation in the smart industry.

� Scalability: BLE advertisement can support thousands of devices within a single

network, making it suitable for large scale deployments such as smart cities and

smart industries.

� Data Rate: BLE operates with data rates up to 2 Mbps. This data rate is adequate

for the majority of applications that require periodic data transmission rather than

high bandwidth communication.

1.4.1.1 BLE Communication

This section discusses BLE communication in detail, in particular it discusses different

modes of communication, different advertising modes, packets structures etc.
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Link Layer Modes: A BLE device resides in either of the following modes: standby,

initiating, advertising, connection, and scanning. The data transfer occurs either in

advertising or connection mode. The advertising mode can be entered directly from

the standby mode (lowest power mode, no transmission, and reception), whereas the

connection mode requires one intermediate mode, i.e., either the advertising or initiating

mode, as shown in Figure 1.6. In advertising mode, data transfer occurs directly without

Scanning

StandbyAdvertising Initiating

Connection

Figure 1.6: Link layer modes in BLE.

establishing a connection. This is also known as BLE advertising mode. Meanwhile, in

connection mode, data transfers occur only when the connection is established. This is

also known as BLE connection mode. Within the connection mode, two roles are defined,

Master

Slave

Slave

Slave Slave

Up to 

20 devices

(a) BLE connection mode (connection
oriented communication)

Scanner

Advertiser

Advertiser

Advertiser

Advertiser Advertiser

Advertiser

Advertiser

N devices

(b) BLE advertising mode (connectionless
communication)

Figure 1.7: Communication modes in BLE

i.e., master (when entered from the initiating mode) and slave (when entered from the

advertising mode). The data transfer in BLE connection mode comes at the cost of high

energy consumption. Also, if the connection drops, re-connection occurs at the cost of

increased energy consumption. Further, BLE connection mode supports a limited number

of devices, whereas BLE advertising mode supports a large number of devices as shown

in Figure 1.7. Hence, BLE advertising mode is preferred for energy constrained IoT

applications [54, 55].
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BLE Advertising Channels BLE advertising mode uses 40 RF channels in the 2.4

GHz band. The center frequencies for these channels are distributed according to the

equation, i.e., 2402 + n*2MHz, where n ranges from 0 to 39. The channels are divided

into two groups, i.e., primary channels and secondary channels. The three channels with

channel index 37 (2402MHz), 38 (2426MHz), and 39 (2480MHz) are known as primary

channels, whereas the remaining 37 channels with channel indexes 0-10 and 11-36, are

known as secondary channels, as shown in Figure 1.8. The primary channels are used

in BLE legacy advertising, whereas secondary channels are used in BLE extended and

periodic advertising. The primary advertising channels are selected so that the BLE

transmissions may not interfere with the WiFi transmissions occurring on the co-existing

channels (shown in blue shade).
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Figure 1.8: BLE advertising channels.

BLE Advertising Types: BLE advertising is of three types, namely, BLE legacy

advertising, BLE extended advertising, and BLE periodic advertising. BLE legacy

advertising is used for small data transfer applications, whereas BLE extended and

periodic advertising is used for large data transfer applications. In particular, BLE legacy

advertising supports 31 bytes, and BLE extended and periodic advertising supports 254

bytes of host data in one packet. BLE legacy advertising uses primary channels for data

transmission, whereas BLE extended and periodic advertising uses primary channels to

indicate advertising on secondary channels and secondary channels for data transmission.

The total time taken by one BLE advertisement is known as an advertising period. For

BLE legacy and extended advertising, the adverting period consists of a fixed value

known as advertising interval (20ms-10,485.75s) and a pseudo random value (0-10ms).

The random value randomizes the BLE legacy and extended advertisement transmissions

in time from different BLE devices, hence avoiding repetitive collisions. However, the

random delay in BLE legacy and extended advertisements makes it harder for the gateway

to follow the BLE advertiser in the long run; hence, to address this issue, BLE periodic

advertisement was launched, which consists of only a fixed advertising period starting from

7.5ms to 81.91875s.

Establishing BLE legacy advertising requires transmission of ADV IND packet on primary
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channels. However, establishing BLE extended advertising requires (i) transmitting

ADV EXT IND on primary channels containing information such as timing offset and

channel index of AUX ADV IND packet to inform a gateway that an advertisement will

be sent on secondary channels, (ii) then transmitting AUX ADV IND packet on secondary

channels containing the advertisers data. Similarly, establishing BLE periodic advertising

requires (i) transmitting ADV EXT IND on primary channels containing information such

as timing offset and channel index of AUX ADV IND packet to inform gateway that an

advertisement will be sent on secondary channels, (ii) AUX ADV IND packet on secondary

channels containing timing offset of AUX SYNC IND packet, periodic advertising period

value, and channel map for AUX SYNC IND packets, and (iii) AUX SYNC IND packet on

secondary channels containing host data. The detailed process for BLE legacy, extended,

and periodic advertising is shown in Figure 1.9.
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Figure 1.9: Advertising modes in BLE

BLE Advertising Packet Structure BLE packet structure for different advertising

modes is shown in Figure 1.10. The packets have four main fields, i.e., preamble, access

address, protocol data unit (PDU), and CRC. The preamble field is used for frequency

synchronization, automatic gain control, and symbol time estimation. All the advertising

channel packets have the same access address, i.e., 0x8E89BE06. The cyclic redundancy

check (CRC) field is used for error correction and detection. The PDU field consists of

host data. In particular, BLE legacy advertising supports 31 bytes, and BLE extended

and periodic advertising supports 254 bytes of host data in one packet.

BLE Architecture: Figure 1.11 shows the architecture of BLE based IoT solutions. It

consists of BLE sensor nodes, each equipped with sensors that collect data. These sensor

nodes transmit the collected data to a central gateway via a BLE link. Once received by
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Figure 1.10: Packet structure for different advertising modes of BLE

the gateway, the data is forwarded to a server over an internet connection. Users can then

access and analyze the data from the server.

Application

server
Gateway

BLE

link
Internet

Users

BLE

sensor nodes

Figure 1.11: BLE architecture.

1.4.2 Overview of LoRa

LoRa is a LPWAN technology designed for long range wireless communication [56]. LoRa,

developed by Semtech Corporation, is a key enabler of the IoT by facilitating connectivity

in applications requiring long range data transmission with minimal energy consumption.

LoRa operates in the sub-GHz radio frequency bands, typically around 868 MHz in Europe,

915 MHz in North America, and 433 MHz in Asia. It employs a modulation scheme

known as Chirp Spread Spectrum (CSS), which enables it to achieve significant range and

penetration capabilities. The CSS technique spreads the signal over a wide bandwidth,

enhancing its robustness against interference and enabling reliable communication over

distances that can reach up to 15-20 kilometers in rural areas and several kilometers in

urban environments [57].

Key Features

� Long Range: LoRa primary advantage is its extended communication range, which

is substantially greater than that of traditional cellular networks and other short

range technologies like Bluetooth. This long range capability makes it ideal for

applications where devices are dispersed over large areas.
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� Low Energy: LoRa devices are designed to operate on low energy, allowing them

to function for years on small batteries. This energy efficiency is crucial for IoT

applications where devices are often deployed in remote or hard to access locations.

� Scalability: LoRa networks can support thousands of devices within a single

network, making it suitable for large scale deployments such as smart cities and

agricultural monitoring systems.

� Low Data Rate: While LoRa excels in range and energy efficiency, it is optimized

for low data rate transmissions. This characteristic is well suited for applications

that require infrequent updates or small data payloads, such as sensor readings and

status updates.

Network Architecture: LoRa networks are typically structured in a star topology and

primarily consist of LoRa sensor nodes, gateway, network server, and application server

as shown in Figure 1.12.

Application

server

Network

server
Gateway

LoRa

link
Internet Internet

Users

LoRa

sensor nodes

Figure 1.12: LoRa architecture.

� Sensor Nodes: These are the devices equipped with sensors or actuators that

communicate with the network.

� Gateways: Gateways receive signals from multiple end devices and relay the data

to a central network server. They also send downlink messages from the server to

the end devices.

� Network Server: The network server manages data traffic, performs duplication,

and handles network specific tasks such as security and routing.

� Application Server: This server processes the data received from the network

server and interfaces with end user applications.

1.5 Issues in Current IoT Solutions

As introduced at the beginning of the chapter, achieving the vision of IoT requires both

minimal latency and higher energy efficiency. Certainly, choosing a technology with low
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latency and higher energy efficiency can solve the problem. However, merely selecting

such technologies does not guarantee minimal latency and higher energy efficiency. This

realization motivated us to investigate the existing solutions that address latency and

energy efficiency. The literature survey revealed several shortcomings in the current

solutions, whose details are given below:

1.5.1 Issues in Solutions for Latency Sensitive Applications

Besides the transmission technology, latency is significantly influenced by the configuration

of transmission parameters. This underscores the importance of selecting the right

parameters to achieve minimal latency. In this context, the following shortcomings were

found in the literature:

� Lack of analytical model to analyze latency [58, 59, 60].

� No emphasis on transmission parameter selection to get minimal latency.

� No simplified expression to choose the transmission parameters.

1.5.2 Issues in Solutions for Energy Constrained Applications

An IoT solution is based on three main pillars, i.e., sensor node (sensing device),

sensing (the process of obtaining data from sensors), and communication (the process

of transmitting data to the central server).

� Sensor Node: It is found that the existing nodes for energy constrained applications

are based on general purpose microcontroller boards and sensor breakout boards,

which affect accuracy, increase size and increases energy consumption, thereby

reducing overall battery life [61, 62]. Besides, the sensors are powered directly from

the power supply. Due to the continuous power supply, sensors consume few µA’s of

current even in the sleep mode.

� Sensing: Further, it is observed that the existing solutions utilize a global

positioning system (GPS) for real time location estimation even when higher

accuracies are not desired or high errors in real time locations can be tolerated;

however, it is a known fact that GPS requires significant energy budget for its

operation, hence effects overall battery life significantly [63].

� Communication: The existing solutions sense and transmit the data, causing

inefficient resource utilization as a packet space may not be fully utilized for a single

sense event [54, 64]. Further, the existing solutions transmit raw data obtained

from sensors, consequently increasing total number of transmissions, hence reducing

overall battery life significantly [65, 66]. Furthermore, existing solutions transmit

a fixed number of copies to overcome packet loss. However, transmitting a fixed

number of copies may not necessarily overcome packet loss and may also lead to

unnecessary transmissions, hence further degrading overall battery life.
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1.6 Formulated Objectives

In the previous section, we have discussed issues in existing works. Now in this section,

we have formulated objectives to address each of these issues.

1.6.1 Latency Minimization Through Optimal Parameter Selection

The first challenge that we identified in the previous section is to achieve minimal latency.

To address this challenge, this dissertation first proposes a performance model that can

be used to analyze the latency, then provides close form expressions to choose the optimal

parameters that give the minimal latency. A summary of the identified challenge-1, issues

with existing work, and the objectives formulated to address this challenge is given in

Figure 1.13.

1.6.2 Battery Life Enhancement Through Effective Hardware Design

and Efficient Utilization.

The second challenge that we identified in the previous section is to integrate sensors,

controller, and communication circuitry on a single platform. To address this challenge,

this dissertation develops an integrated sensing and communication platform that utilizes

the general purpose of input output pins (GPIOs) for powering sensors. A summary of the

identified challenge-2, issues with existing work, and the objectives formulated to address

this challenge is given in Figure 1.13.

Challenge 1: Formulate Analytical Model to Minimize 

Latency

Issue with Existing Works: Lack of Performance Model to 

Analyze Latency and Analytical Expressions to Choose 

Optimal Value of Transmission Parameters

Formulated Objective: Latency Minimization Through 

Optimal Parameter Selection

Challenge 2: Optimal Hardware Design and 

Configuration for Battery Life Enhancement

Issue with Existing Works: General Purpose Controller 

Boards, Sensor Breakout Boards and Inefficient Hardware 

Utilization

Formulated Objective: Battery Life Enhancement Through 

Effective Hardware Design and Efficient Utilization.

Challenge 4: Reduce Total Number of Transmissions for 

Battery Life Enhancement

Issue with Existing Works: a) Transmitting Raw Data, and 

b) Transmitting Copy of Raw Data for Fix Number of Times 

to Overcome Packet Loss

Formulated Objective: Battery Life Enhancement Through 

Aggregated Data Transmission

Challenge 3: Hardware Miniaturization for Battery Life 

Enhancement

Issue with Existing Works: Utilizes GPS for Estimating 

Real time Locations even when Higher Accuracies are not 

Desired or High Errors in Real time Locations can be 

Tolerated

Formulated Objective: Battery Life Enhancement Through 

Hardware Miniaturization.

Figure 1.13: Summary of identified challenges and objectives formulated.
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1.6.3 Battery Life Enhancement Through Hardware Miniaturization

The third challenge that we identified in the previous section is to identify an energy

efficient alternative to GPS for real time location estimation. To address this challenge,

this dissertation proposes a received signal strength indicator (RSSI) based localization

solution for real time location estimation. A summary of the identified challenge-3, issues

with existing work, and the objectives formulated to address this challenge is given in

Figure 1.13.

1.6.4 Battery Life Enhancement Through Aggregated Data

Transmission

The fourth challenge that we identified in the previous section is to reduce the total

number of raw data transmissions. To address this challenge, this dissertation proposes

an aggregated data transmission approach based on statistical parameters. A summary

of the identified challenge-4, issues with existing work, and the objectives formulated to

address this challenge is given in Figure 1.13.

1.7 Thesis Outline

This dissertation aims to manage and fulfill two crucial QoS requirements, namely, a)

latency and b) energy efficiency. Based on these QoS requirements, this dissertation

is divided into two parts: Part A and Part B. Part A deals with issues in latency

sensitive applications and their solutions. Part B deals with issues in energy constrained

applications and their solutions. From Part A, Chapter 2, and Chapter 3, and Part B,

Chapters 4, 5, and 6 are formulated. The brief overview of chapters (chapter 1 onward)

constituting this dissertation is summarized below (also shown in Figure 1.14):

1.7.1 Chapter 2: Latency Minimization for Sensor Nodes-Gateway

Communication

This chapter discusses latency minimization through optimal parameter selection for

sensor nodes-gateway communication scenario. In particular, this chapter first discusses

the performance model to analyze the latency, followed by latency minimization. Based

on the minimal latency close form expressions for transmission parameter selection are

derived that ensure minimal latency. Lastly, it discusses how selecting proper transmission

parameters can also improve battery life.

1.7.2 Chapter 3: Latency Minimization for Sensor Nodes-Gateway-User

Communication

This chapter discusses latency minimization through optimal parameter selection for

applications requiring sensor nodes-gateway-user communication scenarios. In particular,

this chapter first discusses the performance model to analyze latency for sensor
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Figure 1.14: Thesis layout.

nodes-gateway and gateway-users. Based on the performance model, optimization is

performed. Based on the optimization model, analytical expressions are derived, which

can directly be used for transmission parameter selection assuring minimal latency.

1.7.3 Chapter 4: Battery Life Enhancement Through Effective

Hardware Design and Efficient Utilization

This chapter discusses battery life enhancement through optimal hardware design and

efficient utilization. In particular, it discusses how powering sensors directly from the

power supply and through GPIO impacts the overall battery life. Further, it discusses

how clock configuration impact overall battery life. Furthermore, the current consumption

results for battery life evaluation are analyzed and discussed.

1.7.4 Chapter 5: Battery Life Enhancement Through Hardware

Miniaturization

This chapter discusses battery life enhancement through hardware miniaturization. In

particular, this chapter discusses how replacing GPS (a power hungry device) with

RSSI based localization algorithm can increase energy efficiency and overall battery life.

Further, it discusses the experiments conducted in indoor and outdoor environments to

verify algorithms, followed by a discussion and comparison of experimental data with the

GPS data, which confirms that the GPS can be replaced with the proposed RSSI based

localization algorithm in dense scenario where GPS may not work and or where accuracy

in few meters can be tolerated.
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1.7.5 Chapter 6: Battery Life Enhancement Through Aggregated Data

Transmission

This chapter discusses battery life enhancement through aggregated data transmission.

In particular, this chapter first discusses how raw data can be converted to aggregated

data, i.e., the identification of statistical parameters. Then, it discusses an analytical

framework for selecting the number of copies required to overcome packet loss and

redundant transmissions. Lastly, the battery life results are discussed and compared with

the existing solutions.

1.7.6 Chapter 7: Conclusion and Future Scope

This chapter concludes the dissertation by summarizing the key findings. This chapter

also discusses several future research directions.



Chapter 2

Latency Minimization for Sensor

Nodes-Gateway Communication

As discussed in the introductory chapter, latency is critical for latency sensitive

applications; for example, in autonomous vehicles, even a minor delay in processing

sensor data can impact real time decision making and safety on the road [67]. Hence,

we focus on minimizing latency for key latency sensitive IoT applications such as robotic

automation in industries, smart parking solutions [68], [69]. Typically, such applications

involve one of the two scenarios: sensor nodes-gateway communication and sensor

nodes-gateway-user communication. Hence, this chapter focuses on minimizing latency

for sensor nodes-gateway communication scenario, while the subsequent chapter focuses

on minimizing latency for sensor nodes-gateway-user communication scenario.

To begin with, we have considered a smart manufacturing industry use case requiring

sensor nodes-gateway communication. In smart manufacturing industries, numerous robot

arms operate simultaneously along the production line. Each robot arm is equipped

with sensors that continuously transmit sensor data or control signals to the gateway,

as shown in Figure 2.1. The sensor node requirements for such applications can go up

Gateway Cloud ServerSensors BLE User

Cluster 1

Cluster 2

Task X

Task Z

Smart Industry Architecture

Figure 2.1: Illustration of clustered architecture use case.

to 106-107 devices per square kilometer [70]; this consequently puts several challenges

and limits the utilization of conventional cellular technologies. However, the recent

advancements in low latency, low energy protocols, especially BLE, have emerged as the

most promising candidates for implementing such types of Industrial Internet of Things

(IIoT) applications [29]. However, merely selecting a low latency communication protocol
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does not guarantee minimal latency. Hence, selecting optimal transmission parameters

is crucial. For example, in BLE advertising, when the advertising interval is set too

large, the BLE gateway receiving the packets must wait for advertising packets to arrive,

which increases the overall data reception latency. Conversely, with a small advertising

interval, the advertising packets become overpopulated, resulting in extensive collisions.

This, in turn, raises the overall data collection latency [71], [72]. Therefore, selecting

an optimal value of transmission parameters (optimal advertising interval) is important.

However, none of the existing works have provided simplified expressions to choose

optimal parameters for minimizing latency. Moreover, the current solutions often assume

homogeneous network scenarios; however, the majority of IoT applications, including

the smart manufacturing industry, have a variety of sensors with different data sizes,

hence likely to form a heterogeneous network. To address the aforementioned issues, first,

we have developed a performance model considering a heterogeneous scenario to analyze

latency, and based on the performance model, we have derived an analytical expression for

selecting optimal transmission parameters (optimal advertising interval). Based on these

analytical expressions, we proposed algorithms that autonomously optimize the network

and ensure minimal latency. A brief review of existing works and their shortcomings, as

well as how our proposed work differs from the existing works, is introduced below.

2.1 Related Work and Motivation

Indeed, significant research efforts have been made towards determining the optimal

advertising interval [58], [59], [60]; however, they have certain shortcomings. For instance,

the authors in [58] have shown that there exists an optimal value that gives minimal data

reception latency. However, the authors have not provided any analytical expression to

choose the optimal interval value. Besides, the authors in [59] have formed a mathematical

model to select the advertising interval based on Chinese remainder theory (CRT).

However, the algorithm’s complexity grows significantly when the number of BLE sensor

nodes in the network increases; additionally, it does not assure the optimality of the

selected interval. Likewise, the authors in [60] have put forth a numerical algorithm to

determine the optimal solution; however, the proposed algorithm has high computational

complexity and may pose challenges in practical hardware implementations.

Apart from the aforementioned shortcomings, the existing solutions are solely based on

BLE legacy advertisement, which has limited data transmission capability, i.e., 31 bytes in

one packet [68]. Also, the transmissions in BLE legacy advertisement are limited to three

advertising channels (37, 38, 39), which significantly populates the network and causes

collisions, consequently increasing the overall latency. Furthermore, the existing solutions

have considered only networks with the same set of BLE parameters; however, a BLE

based IIoT network may have BLE sensor nodes that operate on different sets of BLE

parameters, which is a critical bottleneck in the existing solutions. The shortcomings of

the existing works are summarized in Table 2.1.
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Table 2.1: State of the art solutions and their shortcomings.

References
Mode
BLE

expression
Optimal

Architecture
Clustered

[58] Legacy ✗ ✗

[59] Legacy Algorithm ✗

[60] Legacy Algorithm ✗

[68] Legacy ✓ ✗

Proposed Extended ✓ ✓

Hence, to address the aforementioned issues, this chapter proposes a BLE based extended

advertisement methodology ( shown in Figure 2.2) for IIoT BLE sensor nodes with larger

data (can accommodate up to 255 bytes in one packet) and a heterogeneous scenario

where the BLE sensor nodes in the network may have a different set of BLE parameters. In

particular, we have derived the optimal advertising interval simplified close form expression

for a heterogeneous network consisting of n clusters.

2.2 Contributions

Specifically, the contributions of this chapter are summarized as follows:

� Analytically derived close form expression for optimal transmission parameter

selection (optimal advertising interval).

� A low complexity algorithm based on an analytical framework has been developed

that autonomously optimizes the advertising interval based on the network

parameters.

� An energy consumption model has also been proposed, which will help the service

providers to choose the parameters efficiently and will also help in determining the

estimated battery life of the BLE sensor nodes in the networks.

� Further analytical results are also compared with simulation results, which are in

good agreement with simulation results that validate the proposed solution.

2.3 System Model

This section describes the system model for a densely deployed BLE based heterogeneous

network considering a smart manufacturing industry use case. The proposed model is

based on BLE extended advertising consisting of ADV EXT IND packets of duration Tadv

and AUX ADV IND packets of duration Taux,n, advertised at Tap,n period which consists

of Tai,n and random delay (Trd) as shown in Figure 2.2. In a BLE based heterogeneous

network, BLE sensor nodes operate on different sets of BLE parameters, and based on

the set of BLE parameters used, they are grouped together, and the groups are called

clusters. In particular, we have considered the n cluster scenario. The BLE sensor nodes
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Figure 2.2: Parametric nomenclature in BLE extended advertising.

in 1st cluster of the heterogeneous network have N1, Taux,1, Tap,1 set of BLE parameters,

whereas, 2nd cluster have N2, Taux,2, Tap,2, similarly nth cluster have Nn, Taux,n, Tap,n

set of BLE parameters respectively. The BLE sensor nodes in such networks transmit

the data packets randomly, which may cause the overlapping of data packets in time;

this phenomenon is called collision [73]. Based on overlapping time (vulnerable time,

which is Tadv, and Taux,n long for an extended advertising data packet), the probability of

packet success is derived, followed by the average number of packet required for successful

transmission calculations, which when multiplied by advertising period gives latency [68].

In addition to the above, an average energy consumption model is also proposed which will

help the service provider to choose parameters efficiently and will also help in estimating

the battery life of the BLE sensor nodes in the network. The BLE gateway is configured

in continuous scanning mode with scan interval (Tsi) greater than the advertising period

(Tap,n) for better performance [74]. Hence, it is assumed that the BLE gateway successfully

decodes the received (non collided) packet [74].

2.3.1 Latency Modeling in Heterogeneous IIoT Environment

In this analysis, n clusters are considered, having Ni (i = 1 to n), the number of BLE sensor

nodes in each cluster. Each BLE sensor node in a cluster is transmitting two packets; i)

a control packet (ADV EXT IND) of size Tadv on primary channels (37, 38, 39) and ii) an

actual data packet (AUX ADV IND) of size Taux,n on secondary channels (0 − 36), with

advertising period of Tap,n duration [75] as shown in Fig. Figure 2.2. Transmission of a

reference BLE sensor node in a cluster, for instance, nth cluster, is said to be successful

when it does not collide with the transmissions from (Nn − 1) BLE sensor nodes within

nth cluster and the transmissions of
∑n−1

i=1 Ni BLE sensor nodes from remaining (n − 1)

clusters. The collisions caused by transmissions within the cluster are referred to as

intracluster collisions, whereas the collisions caused by transmissions from BLE sensor

nodes in other clusters are called intercluster collisions. For example, in nth cluster, the

control (ADV EXT IND) and data (AUX ADV IND) packets of a reference BLE sensor

node may collide with the transmissions from other (Nn − 1) BLE sensor nodes within

the cluster. Similarly, control (ADV EXT IND) and data (AUX ADV IND) packets of a

reference BLE sensor node in the cluster may collide with the control (ADV EXT IND)

and data (AUX ADV IND) packets transmissions of
∑n−1

i=1,Ni BLE sensor nodes from (n−
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1) clusters. So, within nth cluster, there can be a total of 2(Nn−1) +
∑n−1

i=1 2Ni collisions,

i.e., 2(Nn − 1) intracluster (each BLE sensor node at max can contribute two collisions

and there are (Nn − 1) BLE sensor nodes within the cluster, hence 2(Nn − 1) collisions),

similarly
∑n−1

i=i 2Ni intercluster collisions (each BLE sensor node at max can contribute

two collisions and there are
∑n−1

i=1 Ni total BLE sensor nodes hence
∑n−1

i=1 2Ni collisions).

Hence, the probability that the control (ADV EXT IND) and data (AUX ADV IND)

packet transmissions of reference BLE sensor node in nth cluster are not colliding with the

transmissions of other (Nn−1) BLE sensor nodes within nth cluster and the transmissions

of
∑n−1

i=1 Ni BLE sensor nodes from other (n− 1) clusters:

Psucc,n =

due to transmissions from Nn BLE sensor nodes from nth cluster (I)︷ ︸︸ ︷(
1 − 2Tadv

Tap,n

)Nn−1(
1 − 1

Y

2Taux,n

Tap,n

)Nn−1

×
n−1∏
i=1

(
1 − 2Tadv

Tap,i

)Ni
(

1 − 1

Y

Taux,n + Taux,i

Tap,i

)Ni

︸ ︷︷ ︸
due to transmissions from

∑n−1
i=1 Ni BLE sensor nodes from (n− 1) clusters (II)

(2.1)

where, Psucc,n, is the probability of success for a transmission from a reference BLE sensor

node in nth cluster. Tadv, Taux,n are control and data packet size, Tap,n is the advertising

period, Nn is the number of BLE sensor nodes in nth cluster respectively. Taux,i, Tap,i, Ni

is the data packet size, advertising period, and number of BLE sensor nodes in ith cluster,

where i can take value from 1 to (n− 1) in case of calculations for nth cluster. 1/Y is the

probability of secondary channel (0-36) selection (= 1/37).

The first term (I) in (2.1) represents the probability of packet success for a reference

BLE sensor node in nth cluster when Nn BLE sensor nodes are advertising. In

particular, (1 − (2Tadv/Tap,n))Nn−1 represents probability of control packets success and

(1 − (2Taux,n/Y Tap,n))Nn−1 represents probability of data packets success. The second

term (II) in (2.1) represents the probability of packet success for a reference BLE sensor

node in nth cluster when
∑n−1

i=1 Ni BLE sensor nodes from other (n − 1) clusters are

transmitting. In particular, the first sub term (of II), (1 − (2Tadv/Tap,i))
Ni represents

the probability of control packet success for a BLE sensor node in nth cluster when

ith cluster BLE sensor nodes are transmitting, similarly the second sub term (of II),

(1 − ((Taux,n + Taux,i)/Y Tap,i))
Ni represents the probability of data packet success for a

BLE sensor nodes in nth cluster, when ith cluster BLE sensor nodes are transmitting.

Since there are total n clusters, and for a reference BLE sensor node in nth cluster, i takes

values from 1 to (n− 1), consequently the product term.

Now, the expression for the average number of transmissions required for successful

reception of a reference BLE sensor node in nth cluster (Navg,n) can be derived as (mean

of geometric distribution):

Navg,n =
1

Psucc,n
(2.2)
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The data reception latency Ldr,n for a reference BLE sensor node in nth cluster can be

calculated by multiplying the average number of transmissions required for successful

reception Navg,n with the advertising period (Tap,n). The data reception latency for

reference BLE sensor node in nth cluster can be calculated as:

Ldr,n = Navg,nTap,n

=
Tap,n(

1 − 2Tadv

Tap,n

)Nn−1(
1 − 1

Y

2Taux,n

Tap,n

)Nn−1

×
n−1∏
i=1

(
1 − 2Tadv

Tap,i

)Ni
(

1 − 1

Y

Taux,n + Taux,i

Tap,i

)Ni

(2.3)

If the network has only one cluster then (2.3) is reduced to:

Ldr,1 = Tap,1Navg,1

=
Tap,1(

1 − 2Tadv

Tap,1

)N1−1(
1 − 1

Y

2Taux,1

Tap,1

)N1−1
(2.4)

The above equation gives the latency of the network having only one cluster, making it

a homogeneous network (a special case of the proposed model), transmitting Tadv, Taux,1

packets at Tap,1 advertising period. Hence, the proposed model can efficiently be used

for homogeneous networks. All the notations used in this chapter are summarized in

Table 2.2.

Table 2.2: Summary of notations.

Notation Description

n Number of clusters

Nn Number of BLE sensor nodes in cluster ′n′

Tadv Control packet size

Taux,n Data packet size for cluster ′n′

Tap,n Advertising period for cluster ′n′

T opt
ap,n Optimal advertising period for cluster ′n′

Navg,n Average number of packets for cluster ′n′

Ldr,n Latency for BLE sensor node in cluster ′n′

2.3.2 Energy Modeling in Heterogeneous IIoT Environment

One BLE transmission comprises of two advertising events in one advertising period, i.e., i)

control (adv) ii) data packet (aux) [75], each event has three subevents defined as preadv,

adv, postadv, and preaux, aux, and postaux respectively [74, 76]. Hence, the total energy

consumption (Etot) during one period (Tap) can be calculated by adding all sub events

corresponding to control (adv) and data packet events (aux).
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Eadv,n = Eadv,pre + Eadv + Eadv,post

Eaux,n = Eaux,pre + Eaux + Eaux,post

Etot,n = Eadv,n + Eaux,n

(2.5)

Since the BLE transmission suffers collisions, consequently requiring retransmissions, thus

the average energy consumption for a successful transmission (Esucc,n) can be obtained as

follows:
Esucc,n =

Etot,n

Psucc,n
(2.6)

2.4 Optimization Algorithm

In this section, the expressions for optimal advertising interval are derived first, followed

by algorithms that autonomously optimize the BLE based heterogeneous IIoT networks.

The optimal expression of the advertising interval for a reference BLE sensor node in nth

cluster is derived in this section. With (2.7), we can determine the value of T opt
ap,n, which

minimizes the Ldr,n as follows:

Ldr,n =
Tap,n(

1 − 2Tadv

Tap,n

)Nn−1 (
1 − 1

Y

2Taux,n

Tap,n

)Nn−1

×
n−1∏
i=1

(
1 − 2Tadv

Tap,i

)Ni
(

1 − 1

Y

Taux,n + Taux,i

Tap,i

)Ni

︸ ︷︷ ︸
No terms of Tap,n, hence, constant, assume K

(2.7)

The derivative of (2.7) with respect to Tap,n can be written as:

∂Ldr,n

∂Tap,n
= D

(
A (Tap,n)

2
+ BTap,n + C

)
(2.8)

where,

A = Y,B = −2NnY Tadv − 2NnTaux,n

C = (8Nn − 4)TadvTaux,n

D =
(
Y (TAP,n)2

)Nn−1
(Tap,n − 2Tadv)

−Nn

(Y Tap,n − 2Taux,n)
−Nn K−1

(2.9)

Since, Tap,n, Tap,i, > 2Tadv, Tap,n, Tap,i, > (Taux,n+Taux,i), and Y > 0, hence D > 0,K > 0.

Let T opt
ap,n be the value of Tap,n which satisfies ∂Ldr,n/∂Tap,n = 0, then

A(T opt
ap,n)2 + BT opt

ap,n + C = 0 (2.10)

The roots of (2.10), can be obtained using the following formula:

T opt
ap,n =

−B ±
√
B2 − 4AC

2A
(2.11)

By putting parameter values described in [75], in (2.11), we have B2 − 4AC ≫ 0 for all

possible values. Since the range of Tap,n varies from 20 ms to 10485.759375 s[75], T opt
ap,n

can be obtained as:.
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T opt
ap,n ≈ −B

A
= 2Nn

(
Tadv +

Taux,n

Y

)
(2.12)

The shape of Ldr,n depends on the sign of ∂Ldr,n/∂Tap,n, i.e., the region where

∂Ldr,n/∂Tap,n has a negative value, Ldr,n decreases as Tap,n increases and vice versa. From

(2.12), we can obtain the following relationship: (∂Ldr,n/∂Tap,n < 0) for Tap,n < T opt
ap,n and

(∂Ldr,n/∂Tap,n > 0) for Tap,n > T opt
ap,n. This means that the Ln

dr,n has minima at T opt
ap,n.

Hence, the expression for optimum advertising interval can be given as:

T opt
ai,n = 2Nn

(
Tadv +

Taux,n

Y

)
− Trd (2.13)

where, T opt
ai,n is the optimal advertising interval for nth cluster BLE sensor nodes.

The BLE gateway broadcasts the computed optimal advertising interval value. All the

BLE sensor nodes in the respective cluster update the advertising interval to the optimal

advertising interval. The detailed update procedure is described in Algorithm 1. The

Algorithm 1 Broadcasting optimal advertising period for reference BLE sensor node in
nth cluster.

1: Get: n, Ni Taux,i for i = 1 to n, Tadv.
2: BLE gateway computes T opt

ap,n, T opt
ai,n for nth cluster based on (2.12), (2.13).

3: BLE gateway broadcasts T opt
ap,n, T opt

ai,n for nth cluster BLE sensor nodes.

4: nth cluster BLE sensor nodes receive T opt
ai,n.

5: nth cluster BLE sensor nodes starts transmission at T opt
ai,n.

6: If (n, Ni Taux,i changes), go to Step 1.
7: Else keep on transmitting at T opt

ap,n, T opt
ai,n.

proposed model is also valid for the legacy based homogeneous model as confirmed by the

results obtained in Figure 2.3.
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Figure 2.3: Illustration of the backward compatibility of the proposed model and
comparison with existing works.

2.5 Results and Discussion

In this section, the analytical results of the proposed model are discussed. In particular, we

have investigated the impact of the number of BLE sensor nodes, advertising interval, and
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data size on latency in a heterogeneous network. In this context, we have considered two

cluster scenario having N1 and N2 number of BLE sensor nodes transmitting Tadv, Taux,1

packets at Tap,1 and Tadv, Taux,2 packets at Tap,2 respectively. The detailed simulation

parameters are listed in Table 2.3.

Table 2.3: Simulation parameters.

Parameter Value

n 2

N1 150 to 500

N2 150 to 500

Tadv 0.144 ms [75]

Taux,1 0.16, 0.64, 1.28, 2.12 ms [75]

Taux,2 0.16, 0.64, 1.28, 2.12 ms [75]

Tap,1 20 ms to 1000 ms [75]

Tap,2 20 ms to 1000 ms [75]

Further, analytical results are also compared with simulation results, which are in good

agreement with simulation results that validate the proposed solution. The analytical

results are verified using the simulator developed in [60].

2.5.1 Analytical Results for Heterogeneous IIoT Networks

The analytical results for the latency of the two cluster heterogeneous network is shown in

Figure 2.4. 1st and 2nd cluster has N1 and N2 number of BLE sensor nodes transmitting

Tadv, Taux,1 packets at Tap,1 and Tadv, Taux,2 packets at Tap,2 respectively. BLE sensor

nodes in both clusters are operating simultaneously. For the reference BLE sensor node in

1st cluster, the parameters of 2nd cluster are varied. Figure 2.4a shows the variation of the
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Figure 2.4: Impact of advertising period (Tap,1) on data reception latency (Ldr,1) for
heterogeneous scenario: (a) impact of N2, (b) impact of Taux,2, (c) impact of Tap,2.

latency of the reference BLE sensor nodes in 1st cluster with the number of BLE sensor

nodes in 2nd cluster with Tap,2 = 1000ms, Taux,1 = Taux,2 = 2.120ms, N1 = N − N2,

N = 500. As the number of BLE sensor nodes in 2nd cluster increases, the latency of

the reference BLE sensor node in 1st cluster increases. Similarly, Figure 2.4b shows the

variation of the latency of reference BLE sensor node in 1st cluster with the packet duration
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of BLE sensor nodes in 2nd cluster with Tap,2 = 50ms, Taux,1 = 2.120ms, N1 = N2 = 250.

It can be observed that the increase in packet duration of BLE sensor nodes in 2nd cluster

increases the latency of reference BLE sensor node in 1st cluster. Likewise, the advertising

period of BLE sensor nodes in 2nd cluster significantly increases the latency of reference

BLE sensor node in 1st cluster as shown in Figure 2.4c with Taux,1 = Taux,2 = 2.120ms,

N1 = N2 = 250. Hence, there exists an optimal value of advertising period for the reference

BLE sensor node in 1st cluster, which gives minimal latency for a given packet duration,

advertising period, and number of BLE sensor nodes in 2nd cluster. It can easily be

computed by the analytical close form expression obtained in (2.12), (2.13) implemented

in the Algorithm 1 running in the BLE gateway.

2.5.2 Analytical Results for Average Energy Consumption

The analytical results for the average energy consumption of a reference BLE sensor node

in 1st cluster (Esucc,1) considering a two cluster heterogeneous scenario are discussed in this

section. As in [74, 76], we have used the following parameters to obtain Esucc,1: 8.84, 7.56,

7.03, 8.84, 37.1 and 7.03 in ms ∗ mA for Eadv,pre, Eadv, Eadv,post, Eaux,pre, Eaux, Eaux,post.

From Figure 2.5 for N1 = 200, Taux,1 = 2.120ms, with N2 = 300, Taux,2 = 1.28ms, Tap,2 =
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Figure 2.5: Impact of advertising period (Tap,1) on average energy consumption (Esucc,1).

1000ms, it can be observed that low values of Tap,1 have higher Esucc,1, while after a certain

value, it becomes almost constant. It is because lower Tap,1 increases total transmissions,

consequently increasing collisions, requiring more retransmissions, thus increasing Esucc,1.

Whereas, the longer Tap,1, leads to less transmissions, resulting in fewer collisions, requiring

less retransmissions, thus Esucc,1 is almost constant. This analysis is useful in determining

the approximate lifetime of battery operated BLE sensor nodes in the network in addition

to selecting the suitable Tap,1 for longer battery life if required.

2.6 Conclusion

This chapter minimizes the latency for sensor nodes-gateway communication scenario

considering an industrial automation use case. At first, a performance model considering

a heterogeneous scenario is developed to analyze latency. Using this model, analytical
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expression for selecting optimal advertising interval are derived. Based on these analytical

expressions, algorithms are proposed that autonomously optimize the network and ensure

minimal latency. In addition to the above, an energy consumption model that helps

estimate the battery lifetime of the sensing nodes, along with suitable parameter selection,

is developed and discussed. Further, this chapter presents the simulations to verify the

proposed model and analysis.
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Chapter 3

Latency Minimization for

Sensor Nodes-Gateway-User

Communication

In the previous chapter, we have derived simplified analytical expressions for selecting

optimal transmission parameters to ensure minimal latency for sensor nodes-gateway

communication. In this chapter, we will focus on minimizing latency for sensor

nodes-gateway-user communication scenario. In this scenario, the BLE sensor nodes

transmit the data to the BLE gateway. BLE gateway collects information from all

the BLE sensor nodes and transmits it to users. The users then send the request to

get additional information. Hence, to get minimal latency, the transmission from BLE

sensor nodes to BLE gateway and BLE gateway to users must have minimal latency.

The latency in transmissions from BLE sensor nodes to users primarily depends on

the choice of transmission parameters, i.e., advertising interval [60, 77]. For example,

when the advertising interval is too large, the BLE gateway receiving the packets must

wait for advertising packets to arrive, increasing the latency. Conversely, with a small

advertising interval, the advertising packets become overpopulated, resulting in extensive

collisions. This, in turn, raises the overall latency [71]. Hence, a comprehensive service

architecture for selecting optimal transmission parameters to ensure minimal latency for

sensor nodes-gateway-user communication is required. However, to our knowledge, no

such analytical framework exists to date. To address this, we have proposed a new

service architecture that ensures minimal latency for BLE sensor nodes-gateway-user

communication. In particular, we first developed a comprehensive analytical framework to

analyze and minimize latency for transmission from BLE sensor nodes to users. Further,

based on the analytical framework, we derived simplified close form expressions for

selecting optimal advertising interval. Moreover, based on these close form analytical

expressions, we proposed algorithms that autonomously optimize the network and ensure

minimal latency for the data transmitted by the BLE sensor node and the latency

experienced by users. From here onward, we have used the term delay over latency.

However, both of them have the same meaning here. A brief review of existing works and

their shortcomings, as well as how our proposed work differs from the existing works, is

introduced below.
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3.1 Related Work and Motivation

The existing works primarily have two service architectures to provide service to users: a)

BLE sensor nodes-users [78, 79, 80] and b) BLE sensor nodes-BLE gateway-server-users

[81]. These service architectures have certain shortcomings. For instance, in the BLE

sensor nodes-user model, it is difficult for a user to receive data from all BLE sensor

nodes in minimal time; also, requesting additional data directly from BLE sensor nodes

comes at a higher energy cost, significantly impacting battery life [58, 60]. Similarly,

the users in BLE sensor nodes-BLE gateway-server-users service architecture must have

good internet connectivity to access data. However, the internet connectivity might be

poor in some scenarios, i.e., underground smart parking applications, or redundant in

some scenarios, i.e., distributed applications like announcements in underground airports,

advertising in supermarkets, etc. More importantly, neither of these service architectures

provides analytical expressions to analyze and minimize delay and analyze and maximize

battery life, which is very important to achieve minimal delay and maximal battery life.

In addition, these service architectures are based on BLE legacy advertisement mode,

which utilizes three primary channels, causing severe collisions when overall BLE sensor

nodes increase significantly, hence more retransmissions for successful data transmission,

consequently causing additional delays [68, 71]; this highlights the importance of selecting

suitable advertising mode. Furthermore, these works are limited to homogeneous networks

that utilize the same set of BLE parameters for transmissions from BLE sensor nodes, BLE

gateway, and BLE users, respectively. However, the transmissions from BLE sensor nodes

to BLE gateway and BLE gateway to BLE users have different data sizes and perhaps occur

at different intervals; hence, they are likely to form a heterogeneous network. Therefore,

the homogeneous network assumption does not fit well, and thus, the homogeneous

network assumption fails to provide minimal delay.

Apart from the aforementioned service architectures, there also exists BLE sensor

nodes-BLE gateway service architecture [58, 59, 60]; however, similar to above,

this architecture also doesn’t provide simplified expressions to choose transmissions

parameters, ensuring minimal delays. For instance, the authors in [58] have shown that

there exists an optimal value that gives minimal delay. However, the authors hardly

provided any analytical expression to choose the optimal interval value. Besides, the

authors in [59] have formed a mathematical model to select the advertising interval

based on Chinese remainder theory (CRT). However, the algorithm’s complexity grows

significantly when the number of BLE sensor nodes in the network increases; additionally,

it does not assure the optimality of the selected interval. Likewise, the authors in

[60] have put forth a numerical algorithm to determine the optimal solution; however,

the proposed algorithm has high computational complexity and may pose challenges in

practical hardware implementations. In addition to the above, none of these works have

discussed how to analyze and maximize the battery life of BLE sensor nodes.

From the above discussion, it can be inferred that the existing service architecture either
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fails at providing minimal delay or has redundancy in the architecture; hence, they do not

seem to fulfill the stringent requirements of the aforementioned applications efficiently. In

summary, the aforementioned works have the following shortcomings: i) based on either

BLE sensor nodes-user or BLE sensor nodes-BLE gateway-server-user service architecture,

ii) limited to homogeneous networks, iii) utilizes BLE legacy advertising, and iv) lack of

a well developed analytical model to analyze the delay experienced by BLE users and lack

of simplified analytical expression for setting optimal advertising intervals for BLE sensor

nodes, BLE gateway, and BLE users.

To address the aforementioned challenges, in this chapter, we first developed a new service

architecture in which BLE sensor nodes transmit the data to the BLE gateway, and the

BLE gateway collects information from all BLE sensor nodes and then transmits it to all

BLE users, considering a two cluster heterogeneous framework as shown in Figure 3.1.

Gateway

Cluster 1: BLE sensor nodes to gateway communication

Cluster 2: Gateway to user communication
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Figure 3.1: Illustration of proposed service architecture.

In particular, BLE sensor nodes and BLE gateway make one cluster. Similarly, BLE

gateway and BLE users together make a second cluster. The proposed service architecture

uses BLE 5.x extended and periodic advertising mode, which utilizes 37 secondary channels

and 3 primary channels, hence offering much lower delay and energy consumption. Further,

based on the new service architecture, an analytical model has been developed to analyze

delay experienced by transmissions from BLE sensor nodes and BLE users. Furthermore,

simplified closed form analytical expressions are derived based on the analytical model,

ensuring minimal delay for users and maximal battery life for BLE sensor nodes.

In addition to the above, to further improve the efficiency of the proposed service

architecture, this chapter also proposes a new scheme for handling multiple concurrent

requests from BLE users, where more than one user simultaneously requests data from the

BLE gateway, unlike existing schemes, which either use random backoff scheme [82] causing

unnecessary delays or use the time gap between the transmission of ADV EXT IND

packets on primary channels, which can have a maximum value of 9.824ms and hence
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can handle a small number of users only [83]. However, the proposed service architecture

can handle many users while ensuring minimal delays. In particular, we introduced a

random window discretized into slots; users chose a random slot from these slots to

request information from the BLE gateway. As a result, this reduces collisions coming

from simultaneous requests transmitted by users and hence reduces the delays. The

proposed service architecture has numerous applications in various domains, including

manufacturing industries, cities, retail, etc. These prominent applications and the step

wise implementation procedure are discussed in detail later in the chapter.

3.2 Contributions

Specifically, the contribution of this chapter can be summarized as follows;

� Proposed a novel service architecture in which BLE sensor nodes transmit the data

to the BLE gateway. BLE gateway collects information from all BLE sensor nodes

and then transmits it to all BLE users, considering a two cluster heterogeneous

framework. The proposed service architecture uses BLE extended and periodic

advertising mode for data transmission, considering a two cluster heterogeneous

network proposed in this chapter.

� Based on the service architecture, a comprehensive analytical framework has been

developed to analyze and minimize the delay from BLE sensor nodes to BLE users.

� Further, based on the analytical framework, simplified closed form expressions are

derived to choose the optimal advertising interval. Moreover, based on these close

form analytical expressions, algorithms are proposed to optimize the delay in such

applications autonomously.

� An energy consumption model has also been developed, which helps to achieve longer

battery life while assuring minimal delay. This model can also help service providers

estimate BLE sensor nodes lifespan.

� Prominent applications where the proposed service architecture fits best are

discussed in detail with a stepwise procedure to efficiently develop such applications

while fulfilling the desired delay and energy requirements.

3.3 System Model

This section describes the system model of the proposed service architecture. The proposed

service architecture consists of BLE sensor nodes, gateway, and users. Communication

between BLE sensor nodes, gateway, and users is a three step process. Step 1: The BLE

sensor nodes send the data to the BLE gateway. Step 2: The BLE gateway switches to

scanning mode and receives the data from BLE sensor nodes. On successful reception, the

BLE gateway switches to advertising mode and broadcasts the basic data to the users.
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Step 3: The users send the request to the BLE gateway to get additional information. BLE

gateway switches to scanning mode, receives the user request, switches back to advertising

mode, and transmits the requested data to the user. In step 3, it can be noted that

the BLE gateway and users follow the following mode pairs: i) advertising-scanning,

ii) scanning-advertising and iii) advertising-scanning mode respectively for the two way

communication between BLE gateway and user. Once the user request is successfully

served, the process executes again from Step 1 and so on. This procedure is also shown

in Figure 3.1.

Now, for a good user experience, the delay from the BLE sensor node to the BLE

gateway and the total delay in serving the user request should be minimized, which

depends primarily on the set of BLE parameters chosen. The number of users, the

number of BLE sensor nodes, the size of BLE sensor node data, and the size of the

user request and response data are not the same. Hence, using the same set of BLE

parameters for all BLE sensor nodes, BLE gateway, and users will not give minimal delay

and may degrade the network performance significantly. Therefore, we assigned different

BLE parameters for BLE sensor nodes, BLE gateway, and users in the proposed service

architecture. Further, based on the set of BLE parameters used, all the elements in

the proposed service architecture are divided into two groups, and the elements within

a group use the same set of BLE parameters for data exchange. In particular, we have

divided into two groups, namely Cluster 1 and Cluster 2, as shown in Figure 3.1. All

the BLE sensor nodes transmitting data to the BLE gateway together forms Cluster 1,

similarly, the users communicating and requesting data to the gateway forms Cluster 2.

The cluster 1 utilizes BLE extended advertising, with ζei,b (extended advertising interval),

and periodic advertising with ζpi,b (periodic advertising interval), ζadv (size of extended

advertising packet), ζaux,b (size of auxiliary packet), ζsyc,b (size of periodic advertising data

packet), κe,b, κp,b (number of secondary advertising channels for extended and periodic

advertising) BLE parameters respectively. Similarly, cluster 2 utilizes BLE extended

advertising (nonconnectable scannable), with ζei,g (extended advertising interval), ζadv

(size of extended advertising packet), ζaux,g (size of auxiliary packet) respectively as BLE

parameters. Cluster 1 has λb number of BLE sensor nodes, and cluster 2 has λu number

of users at any time instant.

All the BLE sensor nodes transmitting data to the BLE gateway together forms Cluster

1, similarly, the users communicating and requesting data to the gateway forms Cluster 2.

The cluster 1 utilizes BLE extended advertising, with ζei,b (extended advertising interval),

and periodic advertising with ζpi,b (periodic advertising interval), ζadv (size of extended

advertising packet), ζaux,b (size of auxiliary packet), ζsyc,b (size of periodic advertising data

packet), κe,b, κp,b (number of secondary advertising channels for extended and periodic

advertising) BLE parameters respectively. Similarly, cluster 2 utilizes BLE extended

advertising (nonconnectable scannable), with ζei,g (extended advertising interval), ζadv

(size of extended advertising packet), ζaux,g (size of auxiliary packet), κe,g, (number of

secondary advertising channels for extended advertising) respectively as BLE parameters.
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Cluster 1 has λb number of BLE sensor nodes, and cluster 2 has λu number of users at

any time instant.

An example of such a clustered network having one BLE sensor node in Cluster 1 and one

user in Cluster 2 exchanging data successfully is shown in Figure 3.2. In particular, in

---
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Figure 3.2: Illustration of successful data exchange between BLE sensor node-gateway and
gateway-user.

step 1, the BLE sensor node configured in advertising mode transmits the ADV EXT IND

and AUX ADV IND packets to initiate periodic advertising followed by AUX SYNC IND

periodic advertising packet. In step 2 the BLE gateway configured in scanning mode

starts scanning the ADV EXT IND, AUX ADV IND and AUX SYNC IND packets and

on successful reception of these packets BLE gateway switches to advertising mode and

transmits AUX ADV IND packet containing basic information to users. In step 3, users

configured in scanning mode receive these packets. On successful reception, the users

switch the mode to advertising and send the AUX SCAN REQ packet to the BLE gateway

to request further data. On receiving the AUX SCAN REQ request packet, the BLE

gateway sends the requested data in the AUX SCAN RSP packet. This completes the

data exchange process between the BLE sensor node to the BLE gateway and the BLE

gateway to the user, respectively. The objectives of the proposed work can be summarized

as follows;

1. The first and foremost objective is to develop the analytical model (considering a two

cluster heterogeneous network) to analyze the delay experienced by the transmissions

from BLE sensor nodes and the user requests.

2. The Second objective is to optimize the analytical model to get optimal close form

expressions, which minimize the delay experienced by the transmissions from the

BLE sensor node to reach the BLE gateway and the delay experienced by the

user to get its request served by the BLE gateway. In particular, optimal close

form expressions for advertising interval, number of slots, and random interval are
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derived. Later, develop algorithms that opt for optimal close form expressions and

can autonomously optimize the network.

3. The Third objective is to derive the optimal closed form expression for BLE gateway

scan duration to receive each transmission, i.e., extended and periodic advertising

transmissions from BLE sensor nodes and data request transmissions from users.

Later, formulate a scheduling algorithm for all these transmissions.

3.3.1 Packet Success Probability Analysis for Cluster 1 and Cluster 2

The proposed work utilizes nonconnectable, nonscannable extended, and periodic

advertising for BLE sensor nodes to BLE gateway communication (cluster 1) and

nonconnectable scannable advertising for BLE gateway to user communication (cluster

2). The packets, namely ADV EXT IND, AUX ADV IND AUX SYNC IND are used for

nonconnectable nonscannable extended and periodic advertising with duration ζadv, ζaux,b,

ζsyc,b and the packets namely ADV EXT IND, AUX SCAN REQ, AUX SCAN RSP are

used for nonconnectable scannable advertising with duration ζadv, ζreq,u and ζres,u. All the

ADV EXT IND packets are transmitted on primary channels (37, 38, 39), whereas all the

other packets AUX ADV IND, AUX SYNC IND, AUX SCAN REQ, AUX SCAN RSP

are transmitted on secondary channels (0-36).

3.3.1.1 Overview of Packet Collision and Packet Collision Probability

The transmissions from the BLE sensor nodes to the BLE gateway (cluster 1) and users

to the BLE gateway (cluster 2) are random in nature; hence, they may collide, resulting

in two types of collisions, i.e., intra cluster (collisions due to transmissions on the same

channel within cluster) and inter cluster (collisions due to transmissions on the same

channel from the other cluster) as shown in Figure 3.3a. To avoid inter cluster collisions,

we have assigned separate channels for each cluster, i.e., κe,b, κp,b for extended and periodic

advertisement for cluster 1, on the other hand, intra cluster collisions are difficult to avoid

due to randomness in transmission timings.

The time window in which a collision can happen is known as vulnerable time,

which is twice the size of the BLE advertising packet. Hence, the probability of

collision for nonconnectable, nonscannable extended, and periodic advertising events with

ADV EXT IND, AUX ADV IND AUX SYNC IND packets when only two BLE sensor

nodes are present and transmitting can be obtained as 2ζadv/ζei,b, 2ζaux,b/κe,bζei,b and

2ζsyc,b/κp,bζpi,b respectively; where, ζadv is the duration of ADV EXT IND packet, ζei,b

is the extended advertising interval, ζaux,b is the duration of AUX ADV IND packet,

κe,b is the number of secondary channels assigned for AUX ADV IND packets of BLE

sensor nodes, ζsyc,b is the duration of AUX SYNC IND packet, κp,b is the number of

secondary channels assigned for AUX SYNC IND packets of BLE sensor nodes and ζpi,b is

the periodic advertising interval. Similarly, the users receiving the AUX ADV IND packet

may send the AUX SCAN REQ packet at the same time to the BLE gateway, which will
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Figure 3.3: Illustration of inter and intracluster collision in BLE sensor nodes-gateway-user
communication scenario.

collide as shown in Figure 3.3b. Hence the probability of AUX SCAN REQ packet collision

can be obtained as 2ζreq,u/ζei,g; where, ζreq,u is the request packet AUX SCAN REQ

duration, ζei,g is the gateway extended advertising interval. These expressions are used in

the subsequent subsection to obtain the probability of success expressions.

3.3.1.2 Packet Success Probability Derivation for Cluster 1

The BLE sensor node to BLE gateway communication is a two step process, i.e., a) the

BLE sensor nodes first transmit the extended advertising packets, b) then transmit the

periodic advertisement packets which have the actual information. Hence, both packets

should be received without collision for successful communication from the BLE sensor

node to the BLE gateway. Extended advertising requires two sub transmissions, i.e.,

first ADV EXT IND packet of ζadv duration is transmitted on primary channels (37,

38, 39); this is also known as legacy advertisement, then the AUX ADV IND packet of

ζaux,b duration is transmitted on secondary channels. Hence, the probability of successful
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transmission, i.e., no collision (ρst,eb) of a BLE sensor node extended advertisement packet,

can be given as;

ρst,eb =

(
1 − 2ζadv

ζei,b

)λb−1

︸ ︷︷ ︸
ρst,lb

(
1 − 1

κe,b

2ζaux,b
ζei,b

)λb−1

(3.1)

where ρst,lb represents the probability of successful transmission of BLE sensor node

legacy advertisement packet, ζadv is the size of extended advertising indication packet

(ADV EXT IND), ζaux,b is the size of the auxiliary packet (AUX ADV IND), κe,b is

the number of secondary channels assigned to the BLE sensor node for the extended

advertisement to the BLE gateway, ζei,b is the extended advertising interval, λb is the

number of BLE sensor nodes. Similarly, the probability of successful transmission, i.e., no

collision (ρst,pb) of the BLE sensor node periodic advertisement packet, can be given as;

ρst,pb =

(
1 − 1

κp,b

2ζsyc,b
ζpi,b

)λb−1

(3.2)

where ρst,pb represents the probability of successful transmission of BLE sensor node

periodic advertisement packet, ζsyc,b is the size of the periodic advertisement packet

(AUX ADV IND), κp,b is the number of secondary channels assigned to the BLE sensor

node for the periodic advertisement to the BLE gateway, ζpi,b is the periodic advertising

interval, λb is the number of BLE sensor nodes.

3.3.1.3 Packet Success Probability Derivation for Cluster 2

The interaction between the BLE user and the BLE gateway is a two step process, a) The

BLE gateway transmits an extended advertising packet (AUX ADV IND), b) which, upon

successful reception by the BLE user, the users immediately sends the AUX SCAN REQ

packet to the BLE gateway to request further information. Hence, it’s highly likely that

these request packets will definitely collide with other user request packets. To solve this

problem, we have proposed a random window discretized into slots. The user randomly

selects the slots to transmit request packets. Now, for this two way communication

with the slotted approach to be successful, either of the packets should not collide with

other packets. The transmission from a BLE gateway to the user is successful when the

transmissions from BLE sensor nodes and the BLE gateway on the primary channel do

not collide with each other, and the user should not transmit the request packets in the

same slot. Hence, the probability of successful transmission of the user request packet

(ρst,rq) can be given as;

ρst,rq =

(
1 − 1

µs

)λu−1(
1 − 2ζadv

ζei,b

)λb

(3.3)
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where µs represents the number of slots, which can be calculated as;

µs =
ζri

ζreq,u
(3.4)

where, ζri is the size of the introduced random window and ζreq,u is the size of user request

packet (AUX SCAN REQ).

3.3.2 Delay Evaluation Model for Cluster 1 and Cluster 2

3.3.2.1 Delay for BLE sensor nodes to BLE Gateway Transmission (Cluster

1)

Since extended advertisement broadcast requires 1/ρst,eb attempts for successful

transmission, and each packet is transmitted at ζei,b interval, hence the delay experienced

by BLE sensor node extended advertisement packet (τe,b) can be given as;

τe,b =
ζei,b(

1 − 2ζadv
ζei,b

)λb−1(
1 − 1

κe,b

2ζaux,b
ζei,b

)λb−1 (3.5)

Similarly, the delay experienced by the BLE sensor node periodic advertisement packet

(τp,b) can be given as;

τp,b =
ζpi,b(

1 − 1

κp,b

2ζsyc,b
ζpi,b

)λb−1 (3.6)

(3.5) and (3.6) can be used directly to calculate the delay experienced by the BLE sensor

node extended and periodic advertisement packet in the network consisting of λb BLE

sensor nodes.

3.3.2.2 Delay for User to BLE Gateway Communication (cluster 2)

The user starts scanning at a random point in time. Therefore, the average time

to receive the first ADV EXT IND is ζei,g/2. Once successful, the transmission of

AUX SCAN REQ requires 1/ρst,rq attempts before successful transmission. Hence, the

total delay experienced by the user to get its request packet served (τu,r) is given by the

following equation;

τu,r =

ζei,g
2 + ∆37 +

(
1

ρst,rq
− 1

)
ζei,g+

ζaux,g + 2∆ifs + ζri + ζreq,u + ζres,g
(3.7)

where, ζei,g is the BLE gateway advertising interval, ζaux,g is the auxiliary packet size,

∆ifs is the inter frame space, ζri is the random window size, ζreq,u is the request packet

size and ζres,g is the response packet size.
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3.3.3 Optimal Expressions for ζei,b, ζpi,b and ζri

In this section, first, the optimal expressions for ζei,b, ζpi,b and ζri are derived, and

then based on the optimal expressions the algorithms are proposed which autonomously

optimizes the network based on proposed service architecture.

The optimal value of ζei,b can be obtained directly from [84];

ζoptei,b = 2λb

(
ζadv +

ζaux,b
κe,b

)
(3.8)

where, ζoptei,b gives minimal τe,b.

Similarly, to get minimal τp,b, we need to select optimal ζpi,b. Hence to get optimal ζpi,b,

we first need to take the partial derivative of τp,b with respect to ζpi,b and equate it 0;

∂τp,b
∂ζpi,b

=
κp,bζpi,b − 2λbζsyc,b

κp,b

(
1 − 2ζsyc,b

κp,bζpi,b

)λb

ζpi,b

= 0
(3.9)

Let ζ
′
pi,b be the value of ζpi,b which satisfies the above condition, then

ζ
′
pi,b =

2λbζsyc,b
κp,b

(3.10)

For ζ
′
pi,b to be optimal, ∂2τp,b/∂ζ

2
pi,b should be positive at ζ

′
pi,b.

∂2τp,b
∂ζ2pi,b

=
4λb (λb − 1) ζ2syc,b

κp,b

(
1 − 2ζsyc,b

κp,bζpi,b

)λb

ζ2pi,b (κp,bζpi,b − 2ζsyc,b)

> 0

(3.11)

Since, κp,bζpi,b > 2ζsyc,b and λb − 1 > 0 hence the ∂2τp,b/∂ζ
2
pi,b > 0, which confirms τp,b

attains minima at ζ
′
pi,b, hence the optimal value of ζpi,b that minimizes τp,b can be given

as;

ζoptpi,b =
2λbζsyc,b

κp,b
(3.12)

Likewise, to get minimal τu,r we need to select optimal µs and ζri. Hence to get optimal

µs, we first need to take the partial derivative of τu,r with respect to µs and equate it 0.

Rearranging (3.7), by putting the value of ρst,rq, ζri from (3.3) and (3.4) in (3.7), we will

get,

τu,r =

 1(
1 − 1

µs

)λu−1 (
1 − 2ζadv

ζei,b

)λb
− 1

 ζei,g

+
ζei,g

2
+ ∆37 + ζaux,g + 2∆ifs

+ (µs + 1) ζreq,u + ζres,g

(3.13)
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Taking partial derivative of (3.13) with respect to µs, we will get,

∂τu,r
∂µs

= − (λu − 1)

(
1 − 1

µs

)−λu 1

(µ2
sρst,lb)

ζei,g

+ ζreq,u

(3.14)

Rearranging (3.14), we will get the following equation:

∂τu,r
∂µs

= − (λu − 1)
(µs − 1)−λu

(µs)
−λu

1

(µ2
sρst,lb)

ζei,g + ζreq,u

(3.15)

Since λu and µs ≫ 1, so (µs− 1)−λu/(µs)
−λu in (3.15) can be approximated to 1, then we

get the following;

∂τu,r
∂µs

= − (λu − 1)
1

(µ2
sρst,lb)

ζei,g + ζreq,u (3.16)

Let, µ
′
s be the value of µs, which satisfies ∂τu,r/∂µs = 0, then,

µ
′
s =

√
(λu − 1) ζei,g
ρst,lbζreq,u

(3.17)

For µ
′
s to be optimal, ∂2τu,r/∂µ

2
s should be positive at µ

′
s i.e.,

∂2τu,r
∂µ2

s

= (λu − 1)

(
1 − 1

µs

)−λu
(

2ζei,g
µ3
sρst,lb

)
+ λu (λu − 1)

(
1 − 1

µs

)−λu−1( 2ζei,g
µ3
sρst,lb

)
> 0

(3.18)

Since, λu and µs is > 1, hence, the (∂2τu,r/∂µ
2
s > 0), which confirms τu,r attains minima

at µ
′
s, hence the optimal value of µs that minimizes τu,r can be given as;

µopt
s =

√
(λu − 1) ζei,g
ρst,lbζreq,u

(3.19)

Further, putting µopt
s in (3.4), we can get ζoptri as;

ζoptri = µopt
s ζreq,u (3.20)

Hence, the close form expressions obtained in (3.8), (3.12), and (3.20) can be used to get

minimal delays for BLE sensor node (τe,b, τp,b) and user (τu,r) respectively. Based on these

expressions, the algorithms (Algorithm 2 and Algorithm 3) autonomously minimize the

delay for BLE sensor nodes in cluster 1 and users in cluster 2.
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Algorithm 2 Cluster 1 Optimization.

Input:ζadv, ζaux,b, ζsyc,b, κe,b, κp,b, λb.
Output: ζoptei,b, ζ

opt
pi,b

1: BLE gateway computes ζoptei,b, ζ
opt
pi,b from (3.8) and (3.12).

2: BLE gateway broadcasts ζoptei,b, ζ
opt
pi,b to all BLE sensor nodes.

4: BLE sensor nodes receives ζoptei,b, ζ
opt
pi,b.

5: BLE sensor nodes starts transmission at ζoptei,b, ζ
opt
pi,b.

6: If (ζaux,b, ζsyc,b, κe,b, κp,b, λb changes), go to Step 1.
7: Else keep on transmitting at ζoptei,b, ζ

opt
pi,b.

Algorithm 3 Cluster 2 Optimization.

Input: ζadv, ζaux,g, ζreq,g, ζrsp,g, ζei,b, ζei,g, λu.
Output: µopt

s and ζoptri

1: BLE gateway computes µopt
s , ζoptri from (3.19) and (3.20).

2: BLE gateway broadcasts µopt
s , ζoptri to all users.

4: All users gets µopt
s , ζoptri .

5: All users starts transmission at µopt
s , ζoptri .

6: If (ζaux,g, ζreq,u, ζrsp,g, ζei,b, ζei,g, λu changes), go to Step 1.
7: Else keep on transmitting at µopt

s , ζoptri .

3.3.4 BLE Gateway Optimal Scan Duration and Scheduling

3.3.4.1 Determining BLE Gateway Scan Duration to Receive BLE Sensor

Node Extended Advertisement Packet

The probability of successfully receiving an extended advertisement packet from a BLE

sensor node by the BLE gateway can be given as:

ρsr,eb = 1 − (1 − ρst,eb)
γ1 (3.21)

Where, γ1 = ζsd,eb/ζei,b, ζsd,eb is the scan duration of BLE gateway to receive extended

advertisement packet of BLE sensor node, ρst,eb is the probability of successful transmission

(without collision) of the extended advertising packet of the BLE sensor node.

Rearranging the above equation, we can get the expression for the scan duration of the

BLE gateway (ζsd,eb) to receive the BLE sensor node extended advertisement packet as:

ζsd,eb =
ln (1 − ρst,eb)

ln (1 − ρsr,eb)
ζei,b (3.22)

The above equation can directly be used to find the scan duration of the BLE gateway for

successfully receiving the extended advertisement packet from the BLE beacon as per the

QoS requirement defined by ρsr,eb.
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3.3.4.2 Determining BLE Gateway Scan Duration to Receive BLE sensor

node Periodic Advertisement Packet

The probability of successfully receiving a periodic advertisement packet from a BLE

sensor node by the BLE gateway can be given as:

ρsr,pb = 1 − (1 − ρst,pb)
γ2 (3.23)

Where, γ2 = ζsd,pb/ζpi,b, ζsd,pb is the scan duration of BLE gateway to receive periodic

advertisement packet of BLE sensor node, ρst,pb is the probability of successful transmission

(without collision) of the periodic advertising packet of the BLE sensor node.

Rearranging the above equation, we can get the expression for the scan duration of the

BLE gateway (ζsd,pb) to receive the BLE sensor node periodic advertisement packet as:

ζsd,pb =
ln (1 − ρst,pb)

ln (1 − ρsr,pb)
ζpi,b (3.24)

The above equation can directly be used to find the scan duration of the BLE gateway for

successfully receiving the periodic advertisement packet from the BLE sensor node as per

the QoS requirement defined by ρsr,pb.

3.3.4.3 Determining BLE Gateway Scan Duration to Receive User Request

Packet

The probability of successful reception of the user request packet at the BLE gateway can

be given as:

ρsr,rq = 1 − (1 − ρst,rq)
γ3 (3.25)

Where, γ3 = ζsd,rq/ζei,g, ζsd,rq is the scan duration of BLE gateway to receive user request

packet, ρst,rq is the probability of successful transmission (without collision) of the user

request packet.

Rearranging the above equation, we can get the expression for the scan duration of the

BLE gateway (ζsd,rq) to receive the user request packets as:

ζsd,rq =
ln (1 − ρst,rq)

ln (1 − ρsr,rq)
ζei,g (3.26)

The above equation can directly be used to find the scan duration of the BLE gateway for

successful reception of the user request packets as per the required QoS defined by ρsr,rq.

3.3.4.4 BLE Gateway Scheduling

The BLE gateway schedule determines how long and in which sequence the BLE gateway

has to scan for the different advertising packets. The BLE gateway scans three advertising

packets, i.e., one extended and one periodic advertising packet from BLE sensor nodes and

one request packet from users. The scan duration’s for each event, i.e., ζsd,eb, ζsd,pb, ζsd,rq
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are calculated from (3.22), (3.24), (3.26) respectively. The extended advertising packet

from the BLE sensor node is required only once to initiate the BLE sensor nodes periodic

advertising process. Hence, a timer t = T is initiated to scan extended advertising once

every T (e.g., t = 24h). For the rest of the time, periodic advertisements from the BLE

sensor node and request packets from users are scanned round robin. The Algorithm 4

running in the BLE gateway implements the scheduling of the BLE gateway.

Algorithm 4 BLE Gateway Scheduling.

Input: ρst,eb, ρst,pb, ρst,rq from (3.1), (3.2), (3.3) and ζoptei,b, ζ
opt
pi,b, ζ

opt
tri from (3.8), (3.12),

(3.20), and timer ’t’ value.
1: Calculate ζsd,eb, ζsd,pb, ζsd,rq from (3.22), (3.24), (3.26).
2: Task A: Scan BLE sensor node extended advertisement packet for ζsd,eb duration.

3: Task B: Scan BLE sensor node periodic advertisement packet for ζsd,pb duration.
4: Task C: Broadcast at ζei,g to users.
5: Task D: Scan user request packet for ζsd,rq duration.
6: Task D: Send response packet after ζoptri .
7: If (t=T), go to Step 2.
8: Else keep performing Step 4, Step 5, and Step 6.

3.3.5 Energy Evaluation Model for Cluster 1 and Cluster 2

Based on the proposed service architecture, this section derives the energy consumption

model for BLE sensor nodes and users.

3.3.5.1 Energy Modeling for BLE Sensor Nodes

In the proposed service architecture, the BLE sensor node transmits using BLE

periodic advertising. Each packet transmission in BLE consists of three subevents: pre

processing, data transmission, and post processing [74, 76]. Pre processing and post

processing subevents consumes fixed amount of energy [74, 76] i.e., 8.84ms*mA (Esyc,pre)

and 7.03ms*mA (Esyc,post), respectively. However, the energy required for the data

transmission subevent depends on the packet duration. It can be determined by cζsyc,b

(Esyc), where c (=17.5mA) is the current consumption during the data transmission

subevent. Hence, the total energy required for one periodic advertisement packet

transmission of the BLE sensor node (Etot
p,b) can be calculated as the sum of the energy

required for all three subevents:

Etot
p,b = Esyc,pre + Esyc + Esyc,post (3.27)

However, the transmissions from BLE sensor nodes suffer from collisions, consequently

requiring retransmissions for successful data transmission; hence, the average energy

consumption (Ep,b) for one transmission of a BLE sensor node can be calculated as follows;
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Ep,b =
Etot

p,b

ρst,pb
(3.28)

where ρst,pb is the probability of successful transmission of the BLE sensor node periodic

advertisement packet. Hence, (3.28) can directly be used to calculate BLE sensor node

energy consumption and battery life estimation in a BLE network.

3.3.5.2 Energy modeling for users

The user undergoes multiple steps to get information from the BLE gateway. At first, the

user has to receive the ADV EXT IND packet transmitted by the BLE gateway. Second,

the user has to receive an AUX ADV IND packet transmitted by the BLE gateway. Upon

successful reception of AUX ADV IND, the user sends the request to the BLE gateway.

After this, the user receives AUX SCAN RSP (actual data packet) transmitted by the

BLE gateway. The pre processing (Eadv,pre, Eaux,pre, Ereq,pre, Eres,pre) and post processing

(Eadv,post, Eaux,post,, Ereq,post, Eres,post) events requires fixed energy i.e., 8.84ms*mA and

7.03ms*mA respectively [74, 76]. Hence, the average energy consumption of the user to

receive a response from the BLE gateway (Eu,r) can be given as:

Eu,r = Eadv,pre + cτu,r + Eadv,post

+
Eaux,pre + Eaux,g + Eaux,post

ρst,rq

+
Ereq,pre + Ereq,g + Ereq,post

ρst,rq

+
Eres,pre + Eres,g + Eres,post

ρst,rq

(3.29)

where ρst,rq is the probability of successful transmission of the user request packet. Hence,

(3.29) can directly be used to calculate users’ energy consumption. All the notations are

summarized in Table. 3.2.

Table 3.1: Simulation parameters.

Parameter Value

ζadv 0.144ms [85]

ζaux,b, ζaux,g, ζreq,u 0.176ms [85]

ζsyc,b, ζres,g 0.16ms, 0.64ms, 1.28ms, 2.12ms [86]

ζei,b, ζpi,b, ζei,g 1000ms, (20 to 500ms), 500 ms

ζri (100 to 1000ms)

∆ifs,∆37 0.15 ms, 30ms [86]

κe,b, κp,b 3, 33

λb, λu (1 to 500), (1 to 500)
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Table 3.2: Summary of notations.

Notation Description

ζadv Control packet size

ζaux,b Beacon extended advertising auxiliary packet size

ζaux,g Gateway auxiliary packet size

ζsyc,b Beacon periodic advertising data packet size

ζreq,u User request packet size

ζres,g Gateway response packet size

∆37 Offset channel 37

ζei,b Beacon extended advertising interval

ζpi,b Beacon periodic advertising interval

ζei,g Gateway extended advertising interval

∆ifs, ζri Inter frame space, random interval

κe,b Secondary channels for beacon extended advertisement

κp,b Secondary channels for beacon periodic advertisement

λb, λu, µs Number of beacons, number of users, number of slots

ρst,lb Probability of successful transmission of beacon legacy packet

ρst,eb Probability of successful transmission of beacon extended packet

ρst,pb Probability of successful transmission of beacon periodic packet

ρsr,eb Probability of successful reception of beacon extended packet

ρsr,pb Probability of successful reception of beacon periodic packet

ρsr,rq User request packet successful reception probability

ζsd,eb Gateway scan duration to receive beacon extended packet

ζsd,pb Gateway scan duration to receive beacon periodic packet

ζsd,rq Gateway scan duration to receive user request packet

c Current consumption for BLE receive and transmit event

Ep,b Beacon energy consumption to transmit periodic packet

Eu,r User energy consumption to receive response from gateway

3.4 Results and Discussion

This section discusses the analytical results of the proposed service architecture. In

particular, we have investigated the impact of the number of BLE sensor nodes, advertising

interval, packet size, and number of channels on the delay experienced and energy

consumed by BLE sensor nodes. Further, we investigated the impact of the number

of users, channels, slots, and the size of random window on the delay experienced and

energy consumed by users. In this context, we considered two cluster scenarios with λb

and λu number of BLE sensor nodes and users. BLE sensor nodes are transmitting ζadv,

ζaux,b, ζsyc,b, at ζei,b, ζpi,b, and users are transmitting at ζadv, ζaux,g, ζreq,u, ζres,g, at ζei,g

respectively. The detailed simulation parameters are listed in Table 3.1. The BLE gateway

is configured in continuous scanning mode with scan interval (ζsd,eb, ζsd,pb) greater than

the advertising period (ζei,b) and (ζpi,b) for BLE sensor nodes and (ζsd,eg) greater than

the advertising period (ζei,g) for users, to achieve maximal performance [74]. Further,

analytical results are also compared with simulation results, which are in good agreement



48 Chapter 3. Latency Minimization for Sensor Nodes-Gateway-User Communication

with simulation results that validate the proposed service architecture. The analytical

results are verified using the simulator developed in [60]. For convenience, the notations

are summarized in Table 3.2.

3.4.1 Delay Analysis for Cluster 1

In this subsection, the impact of ζpi,b on the τp,b for different values of ζsyc,b, κe,b, κp,b and

λb is discussed and is shown in Figure 3.4a, Figure 3.4b, and Figure 3.4c respectively. This

section also shows the simulation results, which closely match the analytical results.
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Figure 3.4: Impact of ζpi,b on τp,b, (a) for different λb, (b) for different κp,b, and (c) for
different ζsyc,b.

3.4.1.1 Impact of ζpi,b on the τp,b for Different λb

Figure 3.4a shows the impact of ζpi,b on τp,b for different values of λb with with ζsyc,b =

2.12ms, κp,b = 33. From Figure 3.4a, it can be observed that the lower values of ζpi,b cause

higher τp,b, however, on increasing ζpi,b further, τp,b decreases first, attains minimum and

then increases again. Also, the increase in λb increases the overall τp,b. This is because

the lower values of ζpi,b and higher values of λb cause increased collisions, hence more

retransmissions and consequently higher τp,b.

3.4.1.2 Impact of ζpi,b on the τp,b for Different κp,b

Figure 3.4b shows the impact of ζpi,b on τp,b for different values of κp,b with ζsyc,b = 2.12ms,

λb = 500. From Figure 3.4b, it can be observed that the lower values of ζpi,b cause higher

τp,b, however, on increasing ζpi,b further, τp,b decreases first, attains minimum and then

increases again. Also, the lower values of κp,b have higher τp,b. This is because the

lower values of ζpi,b and κe,b cause increased collisions, hence more retransmissions and

consequently higher τp,b.

3.4.1.3 Impact of ζpi,b on the τp,b for Different ζsyc,b

Figure 3.4c shows the impact of ζpi,b on τp,b for different values of ζsyc,b, with κp,b = 33,

λb = 500. From Figure 3.4c, it can be observed that the lower values of ζpi,b cause higher
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τp,b, however, on increasing ζpi,b further, τp,b decreases first, attains minimum and then

increases again. Also, the higher values of ζsyc,b have higher τp,b. This is because the lower

values of ζpi,b and higher ζsyc,b cause increased collisions, hence more retransmissions and

consequently higher τp,b.

3.4.1.4 Impact of λb and κp,b on ζoptpi,b

In this subsection, the impact of λb and κp,b on ζoptpi,b is discussed and is shown in Figure 3.5a

and Figure 3.5b respectively. In particular, Figure 3.5a shows the impact of λb on ζoptpi,b for
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Figure 3.5: (a) Impact of λb on ζoptpi,b for different ζsyc,b, (b) impact of κp,b on ζoptpi,b for
different λb.

different values of ζsyc,b with κp,b = 33. From Figure 3.5a, it can be observed that ζoptpi,b

increase linearly with the increases the λb. This is because the increase in λb increases

the total transmissions, causing more collisions, hence higher ζoptpi,b. Also, higher ζsyc,b

has higher ζoptpi,b. On the other hand, the increase in κp,b decreases the ζoptpi,b as shown in

Figure 3.5b with ζsyc,b = 2.12ms. This is because larger values κp,b avails more channels

for transmission, hence decreasing collisions, consequently lowering ζoptpi,b. However, the

more the λb, the more will the transmissions and more collisions, consequently, higher

ζoptpi,b. On the other hand, the increase in κp,b decreases the ζoptpi,b as shown in Figure 3.5b.

This is because larger values κp,b avails more channels for transmission, hence decreasing

collisions, consequently lowering ζoptpi,b. However, more λb, more will be transmissions and

more collisions consequently higher ζoptpi,b.

3.4.2 Delay Analysis for Cluster 2

In this subsection, the impact of ζri on the τu,r for different values of λu is discussed and

is shown in Figure 3.6. Further the impact of λu on the µopt
s and ζoptri for different values

of ζei,g is discussed and is shown in Figure 3.7.
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3.4.2.1 Impact of ζri on the τu,r for Different Values of λu

Figure 3.6 shows the impact of ζri on the τu,r for different values of λu with ζres,g = 2.12ms,

ζei,b = 1000ms, λb = 500. From Figure 3.6, it can be observed that the lower values of ζri

causes higher τu,r; however, on increasing ζri further, τu,r decreases first, attains minimum

and then increases again. Also, the increase in λu increases the overall τu,r. This is

because the lower values of ζri and higher values of λu cause increased collisions, hence

more retransmissions and consequently higher τu,r.
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Figure 3.6: Impact of ζri on τu,r for different λu

3.4.2.2 Impact of λu on the µopt
s and ζoptri

Figure 3.7 shows the impact of λu on the µopt
s and ζoptri with ζres,g = 2.12ms, ζei,b = 1000ms,

λb = 500. From Figure 3.7, it can be observed that µopt
s and ζoptri has same trend with λu
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Figure 3.7: Impact of λu on µopt
s and ζoptri for different ζei,g.

i.e., as the λu increases µopt
s and ζoptri also increases and almost linearly which means we

need to select µopt
s roughly equal to λu.
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3.4.3 Impact of ζsd,eb, ζsd,pb, ζsd,rq on ρsr,eb, ρsr,pb, ρsr,rq

Figure 3.8 shows the impact of ζsd,x on ρsr,x with κe,b = 3, κp,b = 33, ζsyc,b = 2.120ms,

ζres,g = 2.12ms, ζei,b = ζoptei,b, ζpi,b = ζoptpi,b, ζri = ζoptri , ζei,g = 500ms, λb = 500, λu = 500.

From Figure 3.8, it can be observed that ρsr,x (success probability of extended packet of
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Figure 3.8: Impact of ζsd,X on ρsr,x.

BLE sensor node, periodic packet of BLE sensor node and request packet of the user)

increases with ζsd,x (scan duration of BLE gateway for the extended packet of BLE sensor

node, periodic packet of BLE sensor node and request packet of user). The periodic packet

of the BLE sensor node has a higher probability of success among the three advertisements.

3.4.4 Energy Analysis for Cluster 1

Figure 3.9 shows the impact of ζpi,b on Ep,b with ζsyc,b = 2.12ms, κp,b = 33. From
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Figure 3.9: Impact of ζpi,b on Ep,b for different λb.

Figure 3.9, it can be observed that lower values of ζp,b causes higher Ep,b, however on

increasing ζp,b further, Ep,b attains almost a constant value. Also, the increase in λb
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increases the overall Ep,b. It is because lower values of ζp,b and higher values of λb increase

total transmissions, hence more collisions, consequently requiring more retransmission,

thus more energy; however, for larger values of ζp,b, there are few transmissions and hence

few collisions, consequently few retransmission thus energy consumption remains almost

constant.

3.4.5 Energy Analysis for Cluster 2

Figure 3.10 shows the impact of ζri on the Eu,r for different values of λu with ζres,g =

2.12ms, ζei,g = 500ms, ζei,b = 1000ms, λb = 500. From Figure 3.10, it can be observed that
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Figure 3.10: Impact of ζri on Eu,r for different λu.

the lower values of ζri cause higher Eu,r; however, on increasing ζri further, Eu,r decreases

first, attains minimum and then increases again. Also, the increase in λu increases the

overall Eu,r. This is because the lower values of ζri and higher values of λu cause increased

collisions, hence more retransmissions and consequently higher Eu,r.

3.5 Comparison with Existing Works

This section demonstrates the performance comparison of the proposed work with existing

works in terms of delay and energy. In particular, the delay experienced and energy

consumed by the BLE sensor nodes is compared with the recent work proposed in [68],

and the delay experienced and energy consumed by users is compared with the recent

work proposed in [83].

3.5.1 Delay and Energy Consumption Comparison for BLE Sensor

Nodes

This subsection discusses the BLE sensor nodes delay and energy consumption comparison

results of the proposed architecture with the existing works with κp,b = 33, ζp,b = 20ms,

ζa,b = 20ms. The comparison results are shown in Figure 3.11.
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Figure 3.11: BLE sensor nodes delay and energy comparison results of the proposed
architecture with the existing works, (a) delay comparison, (b) energy comparison; for
different ζsyc,b and ζadv,b.

In particular, from Figure 3.11a and Figure 3.11b, it can be observed that the BLE

sensor nodes with the proposed architecture experience much lower delays and energy

consumption compared to the existing works [68]. It is because the delay analysis model

proposed in [68] is based on BLE legacy advertising, which utilizes three channels for data

transmission and hence requires more retransmission for successful data transmission,

consequently increasing delay and energy consumption. In contrast, the proposed

architecture model is based on BLE periodic advertisement, which utilizes 37 channels

for data transmission and hence requires fewer retransmissions for successful data

transmission, consequently lowering delay and energy consumption.

3.5.2 Delay and Energy Consumption Comparison for Users

This subsection discusses the user’s delay and energy consumption comparison results of

the proposed architecture with the existing works for different ζgap with ζres,g = 2.12ms,

ζei,g = 500ms, ζei,b = 1000ms, λb = 500. The comparison results are shown in Figure 3.12.

In particular, from Figure 3.12a and Figure 3.12b, it can be observed that the users with

the proposed architecture experience much lower delay compared to the existing works

[83]. It is because the delay analysis model proposed in [83] utilizes the gap between

ADV EXT IND packets (ζgap) to receive user requests. However, ζgap can attain a

maximum value of 9.824ms, hence can receive requests successfully for few users only.

In contrast, a random window has been introduced in the proposed service architecture,

the size of which depends on the number of users, hence resulting in lower delays and

energy consumption.
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Figure 3.12: User’s delay and energy comparison results of the proposed architecture with
the existing works, (a) delay comparison, (b) energy comparison.

3.6 Applications and Network Design

This section discusses different applications where the proposed service architecture can

be utilized. Afterward, we discussed developing an application using the proposed service

architecture.

3.6.1 Key Applications of the Proposed Service architecture

The proposed service architecture can have numerous applications. However, in this

section, we discussed a few prominent applications from them.

3.6.1.1 BLE based Smart Parking Solution

The proposed service architecture facilitates the development of an advanced BLE

based smart parking solution that delivers users real time parking slot information and

navigation assistance. This system leverages BLE technology to overcome the limitations

of traditional solutions that rely on the Internet and GPS, which often fail in underground

parking environments. By utilizing BLE technology, the proposed architecture effectively

addresses connectivity issues inherent in underground parking environments, providing

users with reliable slot booking and navigation capabilities. In this solution, BLE sensor

nodes will send the parking slot information to the BLE gateway. The BLE gateway will

collect the parking slot information from all the BLE sensor nodes. The BLE gateway

will then broadcast the parking slot information to the users. The user will then send

the request to the gateway to book the preferred slot. The system’s reliance on BLE

ensures robust and uninterrupted connectivity, even in areas with poor internet or cellular

reception, such as underground parking facilities.
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3.6.1.2 BLE based Smart Airport

The proposed service architecture enables the development of an advanced BLE based

system tailored for airport applications, offering travelers real time flight information and

navigation assistance. This system harnesses BLE technology to overcome the challenges

faced by traditional solutions that depend on the internet and GPS, which can be unreliable

in certain airport environments, such as underground terminals or areas with weak signal

coverage. In this application, BLE sensor nodes will transmit essential flight and gate

information to a central BLE gateway. The gateway will aggregate this data from all the

BLE sensor nodes and broadcast it to users. Travelers can then request specific flight

details or gate information from the gateway. The system use of BLE ensures consistent

and reliable connectivity, even in areas with limited internet or cellular reception, such

as underground or heavily enclosed spaces within airports. This approach guarantees

travelers timely updates and accurate navigation support throughout their airport journey.

3.6.1.3 BLE based Smart Super Market

The proposed service architecture enables developing a cutting edge BLE based system

for supermarkets, enhancing the shopping experience by delivering real time product

information and in store navigation assistance. This system utilizes BLE technology to

overcome the limitations of conventional methods that depend on the internet and GPS,

which can be less effective in the complex indoor environments of large supermarkets. In

this setup, BLE sensor nodes placed throughout the store transmit detailed information

about product locations, promotions, and store layouts to a central BLE gateway. The

gateway aggregates this data and broadcasts it to shoppers’ mobile devices, providing

them with up to date product information and guiding them to specific aisles or items.

By relying on BLE technology, the system ensures consistent and reliable connectivity

throughout the supermarket, even in areas where internet or cellular signals might be

weak. This approach allows for seamless navigation and enhanced shopping convenience,

regardless of the store’s layout or signal conditions.

3.6.2 BLE based Smart Parking Solution Design

In this section, we discussed developing a BLE based smart parking solution using the

proposed service architecture. We also discussed how we can achieve different service

requirements for such applications.

3.6.2.1 BLE Parking Solution Design

In this subsection, we discussed developing a BLE-based parking solution using the

proposed service architecture. A smart parking solution provides users with parking slot

information and navigation information. So, we can deploy BLE sensor nodes embedded

with sensors to detect the occupancy state. The occupancy state is then transmitted to

the BLE gateway. After receiving the occupancy state from all the BLE sensor nodes, the
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BLE gateway will broadcast to the users. The users can then request to book the slots.

This procedure is shown in Figure 3.13. Using the service architecture proposed in this
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Figure 3.13: Illustration of cluster formation and communication in BLE based parking
system.

chapter, we can minimize the delay experienced by users and maximize the battery life of

BLE sensor nodes.

3.6.2.2 How to select ζpi,b

There can be a requirement where we have to select the ζpi,b for a given set of QoS

requirements. Such an example is shown in Figure 3.14, where QoS 1 requires τp,b < 400ms

and ρsr,b > 0.5, QoS 2 requires τp,b < 600ms and ρsr,b > 0.95 and QoS 3 has τp,b < 500ms

and ρsr,b > 0.8 respectively. For QoS 1, the service provider can select ζpi,b between 60

ms to 320ms; however, ζpi,b=60ms can be chosen for minimal delay, and ζpi,b=320ms can

be chosen for higher ρsr,pb. Similarly for QoS 2 ζpi,b between 420ms to 500ms, and QoS 3

ζpi,b between 145ms to 420ms can be chosen.
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Figure 3.14: Variation of τp,b and ρsr,pb with ζpi,b.
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3.6.2.3 How to Select µs and ζri

Similarly there can be a requirement where we have to select the ζri for a given set of

QoS requirements as shown in Figure 3.15a, where QoS 1 requires τu,r < 1000ms and

ρsr,rq > 0.7, QoS 2 requires τu,r < 1500ms and ρsr,rq > 0.9 respectively. For QoS 1, the

service provider can select ζri between 200ms to 550ms, however, ζri=275ms can be chosen

for minimal τu,r and ζri=550ms can be chosen for higher ρsr,rq. Similarly for QoS 2 ζri

between 750ms to 1000ms can be chosen. Also, Figure 3.15b shows how many λu the
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Figure 3.15: (a) Variation of τu,r and ρsr,rq with ζri, (b) variation of τu,r with λu for
different ζri.

network can support for a given set of QoS requirements. It can be observed that QoS 1

can support λu = 500, whereas QoS 2 can only support λu = 240 and QoS 3 can support

λu = 120 respectively.

3.7 Conclusion

This chapter minimizes the delay for sensor nodes-gateway-user communication scenario

considering a smart parking use case. At first, a performance model considering a

heterogeneous scenario is developed to analyze delay. Using this model, analytical

expression for selecting optimal advertising interval are derived. Based on these analytical

expressions, algorithms are proposed that autonomously optimize the network and ensure

minimal latency. In addition to the above, an energy consumption model that helps in

estimating the battery lifetime of the sensing nodes along with suitable parameter selection

is developed and discussed. Further, this chapter provides insights into various quality

of service (QoS) needs for a BLE based heterogeneous network, along with the process

of selecting parameters to meet those requirements. This analysis would help the service

provider establish the network with such QoS requirements. Further, this chapter presents

the simulations to verify the proposed model and analysis.



58 Chapter 3. Latency Minimization for Sensor Nodes-Gateway-User Communication



Chapter 4

Battery Life Enhancement

Through Effective Hardware

Design and Efficient Utilization

Most of the IoT applications deployed at remote locations have constraints on energy, hence

require higher energy efficiency for longer battery life [87]. Therefore, in this chapter, we

proposed a battery life enhancement strategy through integrated hardware design, efficient

hardware utilization, and optimal configuration. Among the IoT applications mentioned

and discussed in Chapter 1, one of the crucial cold chain monitoring IoT use cases from

the logistics & retail domain, requiring higher energy efficiency and longer battery life,

has been considered for energy efficiency analysis, evaluation, and enhancement. To begin

with, we first identified the general issues in existing cold chain monitoring solutions,

followed by investigating the root factors causing a reduction in energy efficiency, which,

as a result, reduced the overall battery life of the device. Among the general issues, it

is found that most of the existing solutions are based on general purpose microcontroller

boards and sensor breakout boards, which affect accuracy, increase size, and reduce energy

efficiency, thereby reducing overall battery life [61, 62]. Besides, in the existing solutions

the sensors are powered directly from the power supply which makes the sensor to consumes

few µA’s of current even in the sleep mode. These issues are identified as the root factors

causing significant degradation in energy efficiency, thereby significantly reducing battery

life. To address the aforementioned issues, we first designed, developed, and validated

the integrated sensing and logging solution called THERMOD (TemperatuRE, Humidity,

and MOvement Data logger), addressing the general issues, including cost, size, and data

accuracy. Further, the proposed solution utilizes the GPIOs to power sensors and an

optimal clock configuration. A brief review of existing works and how our proposed work

differs from the existing works is introduced below.

4.1 Related Work and Motivation

The authors in [88] proposed a real time cold chain tracking system in which the data is

processed and transmitted to the authenticated person using 5G along with GPS location.

Moreover, the authors in [89] have proposed a drone operated medicines and vaccine

delivery system with a temperature monitoring and logging system. However, being

power hungry technologies, 5G/GPS based solutions may affect the vaccine potency due
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to the frequent opening of vaccine containers for battery replacement. In contrast, some

researchers solely focused on self sustained solar energy based monitoring and logging

solutions. For instance, the authors in [90] and [91], have designed solar power vaccine

backpacks for remote areas providing self sustainable energy solutions for vaccine cold

storage and data logging respectively. However, exposure to sunlight/UV rays may affect

the vaccine’s potency.

Indeed, several innovative solutions have been developed to assure vaccine storage and

distribution under specified limits. For instance, the authors in [92], have surveyed

different data loggers, and proposed a basic model of temperature data logger system,

whereas, the authors in [93], have designed a temperature & humidity data logger based

on cypress CY8C29566 microcontroller. Furthermore, the authors in [94] have proposed

a data logger system based on Atmel atmega32 microcontroller, which allows the use of

any microcontroller with and without a universal serial bus (USB) host/USB On-the-Go

(OTG) for accessing USB drive. Besides it, the authors in [61], have designed a multi

point data logger based on the texas instrument LM35 temperature sensor and arduino

uno microcontroller board. Moreover, the authors in [62], have designed an arduino

based logging platform, which consists of three breakout boards i.e., DS3231 real time

clock (RTC) module, AT24C512 electrically erasable programmable read-only memory

(EEPROM) module. However, the aforementioned methods have certain limitations

that restrict them from becoming effective solutions for vaccine storage and temperature

monitoring. For instance, the hardware of [93] is limited to 4000 logs and microcontroller

have high current consumption in sleep and standby modes, whereas in [94] no hardware

is realized and based on atmega32 which have high current consumption. Moreover, [61]

is based on LM35 temperature, which has a high response time, and Arduino Uno board,

which can affect the sensed data (since the generic board doesn’t have temperature-specific

components). Besides it, [62], is designed using breakout boards which affect the sensed

data accuracy and also consumes considerable energy in sleep mode which is quite high

for battery operated temperature data loggers.

It can be observed from the above discussion that most of the existing solutions are based

on development and generic breakout boards, which contain generalized hardware and

temperature sensitive passive components, which can affect overall device accuracy and

can increase energy consumption. Also, the existing solutions focus on the stationary

environment cold chain monitoring, while vaccines and other pharmaceuticals require

proper in transit monitoring.

In contrast, this chapter focuses on the design and development of cost efficient

integrated sensing and power efficient logging solution for dynamic environment cold

chain monitoring. In particular, the device can measure temperature & humidity, and

3 dimensional movement, and is able to log 16000 data points with 10 minutes logging

intervals for 9 months on a single 220mAh CR2032 coin cell. Further, the logged data

can be retrieved in tabular and graphical format with min/max readings along with

temperature excursion.
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In this chapter, we address the above challenges by proposing an integrated sensing and

logging solution. To date, hardly any of the existing work studied the integrated sensing

and logging solution to the best of our knowledge. Moreover, a hardware design has been

formulated within the institution lab along with test results. Further, it is shown that

the proposed hardware is not only significantly inexpensive as compared to the available

industrial solutions but also energy efficient with a battery life of 4.6 years at 10 minutes

logging intervals and can log 240000 data points.

4.2 Contribution

Specifically, the contribution of this work can be summarized as;

� Designing and development of integrated and compact, sensing and logging solution

for monitoring sensitive vaccines, including COVID 19. Unlike existing works,

the device can sense and store temperature & humidity and movement data with

max/min temperature & humidity indication.

� Extensive experiments have been conducted to validate the realization of

THERMOD. Moreover, the experimental data obtained after retrieval proves the

accuracy of the proposed THERMOD. However, in existing works, no real time

experiments have been conducted.

� User friendly configuration tool design, where the parameters like start delay, alarm

for low & high thresholds, and logging interval can be configured easily, whereas in

existing solutions no configuration tool is designed.

� Efficient hardware utilization by integrated circuits (ICs) only integration of

microcontroller and related sensing units to achieve cost and energy efficiency, which

is a critical bottleneck in the implementation of the existing solutions.

� Further, extensive efforts have been made towards energy efficiency enhancement

followed by various experiments which show that the device can achieve a long

battery life of 4.6 years at 10 minutes logging interval, and a maximum of 240000

data points can be logged with CR2032 coin cell of 220mAh capacity. Moreover, it

is recommended to use the device for 9 months with 16000 data points at 10 minute

logging interval.

Indeed, the proposed THERMOD can sense, store, temperature & humidity down to

-40◦C, which covers frozen (-25◦C and -15◦C) and refrigerated storage (2◦C to 8◦C) [95].

Moreover, to support ultra low temperature storage (-80◦C and -60◦C) monitoring, the

proposed THERMOD is equipped with the provision for an external sensor which can

be utilized to connect the external sensor to the THERMOD. However, for ultra low

temperature monitoring, the device should be kept out of the vaccine container since the

sensors, microcontroller, and flash memory have operating range down to -40◦C. Moreover,
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the proposed THERMOD is reusable data logger, hence it can be used repetitively for

frozen and refrigerated storage vaccines monitoring. Furthermore, the comparisons shown

in Table 4.1 with the existing solutions emphasize the novelty of the proposed THERMOD.

Table 4.1: Technical comparison of the proposed THERMOD with most prominent works.

Novelty [93] [94] [61] [62] Proposed

Size Moderate Large Large Moderate Compact

Accuracy Low Low Low Low High

Complexity Low Moderate Low High Low

Cost ($)
System

Moderate High Moderate Low Least

Monitoring
cold chain
Stationary

cold chain
Stationary

cold chain
Stationary

cold chain
Stationary

cold chain
stationary

Dynamic &

Battery Life Low Low Low Low High

Reports
Data

data
Simple

data
Simple

data
Simple

data
Simple

format
tabular

Graphical &

4.3 System Model

The proposed solution consists of a battery operated device (THERMOD) that senses the

temperature & humidity and movement data with the help of a digital temperature &

humidity sensor and accelerometer and stores the data in the flash memory. Further, this

data can be retrieved by plugging the device into the computer and can be downloaded

into .pdf and .csv format.

4.3.1 Sensor Node Design

Figure 4.1 illustrates the block diagram, along with the interconnections among different

sub units and the designed hardware of the proposed THERMOD.

In addition to the minimum path circuitry, the layout places the interacting units,

including temp/humidity sensors and power supply, at the edges of the PCB to prevent

the sensors from thermal energy generated from the power supply. Moreover, dual power

support is provided to ensure smooth operation, i.e., USB power and CR2032 coin cell. As

shown, the metal-oxide-semiconductor field-effect-transistor (MOSFET) switches between

the input power via coin cell and USB. Moreover, the Schottky diode has been added to

protect the low dropout regulator (LDO) from reverse polarity, i.e., when the device is

powered by a CR2032 coin cell. Besides, a seamless interconnection is developed among

the other units; i.e., the accelerometer, temperature & humidity data are communicated to

the microcontroller unit (MCU) via an inter-integrated circuit (I2C). The MCU transfers

the data to flash memory over the serial peripheral interface (SPI).
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(a)

Reset Switch

Flash Memory
Temperature &
Humidity Sensor

Power Supply

Microcontroller

Motion Sensor

(b)

Figure 4.1: (a) Block diagram of the proposed THERMOD, (b) hardware design of the
proposed THERMOD.

Moreover, the key components are listed in the Table. 4.2, which performs different

operations as; temperature & humidity, and movement monitoring.

Table 4.2: Major components of the proposed THERMOD and their key functions.

Components Manufacturer Functions

STM32L412KB STMicroelectronics Data Processing

LIS3DHTR STMicroelectronics In transit motion monitoring

W25Q16JVSNIQ Winbond Stores the sensed data

SHT40 Sensirion Senses ambient temperature & humidity

USB A Zenric Power & pdf generation

AO3401 Alpha & Omega 5V/3V Switching

XC6206P332MR Torex Regulated 3.3V output

Furthermore, the below components are chosen mainly due to the following key

specifications:

� Microcontroller: The device has STM32L412KBT6, an ultra low power arm cortex

M4 based microcontroller from STMicroelectronics. This controller is shortlisted due

to several attractive features from the perspective of the mentioned applications. For

instance, the low current consumption in shutdown and standby mode to achieve

longer battery life. Besides, it is built over one full speed crystal less USB interface

required for retrieving the logged data.

� Temperature & Humidity Sensor: Assuring the compatibility of the above

microcontroller, the device has SHT40, an ultra low power & high accuracy

temperature & humidity sensor from the well known venture Sensirion. Moreover,

the sensors were chosen keeping the operating voltage (i.e., down to 1.08V),

accuracy (±0.2◦C, ±1.8%RH), and resolution (0.01) into consideration, Altogether

the industry calibrated digital SHT40 sensor has relatively good accuracy and

resolution at the low cost. Besides, it can also operate down to 0.08µA current.

� Accelerometer: Coming to the highly sensitive motion sensing, the device is

loaded with LIS3DHTR, an ultra low power high performance three axis linear
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accelerometer from STMicroelectronics. Specifically, the accelerometer is used for

orientation & free fall detection, vibration & movement monitoring. Another reason

for choosing the mentioned accelerometer over others is its ultra low current feature

(i.e., down to 0.5µA) among available commercial accelerometers. Besides it also

supports dual interface, i.e., I2C/SPI.

� Flash Memory: The device has W25Q16JVSNIQ, serial flash memory from

Winbond. It has storage up to 2MB. The serial flash memory stores the temperature

& humidity and accelerometer data. The memory is called frequently on every user

defined logging interval; thus, it must have a low operating current. It has a low

operating current, i.e., down to 1µA. Besides, it can also operate down to 2.7V.

� Voltage Regulator: Keeping a view of the required electrical specifications, the

device is powered with XC6206P332MR, a low dropout regulator (LDO with 250mV

dropout voltage) from Torex. LDO converts USB 5V to 3.3V, followed by a Schottky

diode which gives 3V. The 3V output is supplied to the whole circuitry.

� ESD Diode: The device has ESDAXLC6, an electrostatic discharge (ESD) diode

from STMicroelectronics. ESD diode is used to protect the device from ESD,

which may strike on external exposed peripherals, i.e., USB. The diode capacitance

introduces delay in signals; hence, the ESD diode with low diode capacitance (0.5pF)

is preferred over others.

Figure 4.2: Configuration tool.
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4.3.2 Sensor Node Working

The THERMOD is activated by pressing the switch for 5 seconds, the activation is

confirmed by three led’s blinking three times. Once the activation is done, the sensor

will start sensing. The temperature & humidity sensor senses the immediate surroundings

temperature & humidity, and if the device is in motion, the accelerometer will sense

the 3 dimensional movement data. All the sensed data will be stored in flash memory.

Pressing the switch again for 5 seconds will deactivate the logging mode, and THERMOD

will stop sensing and logging. The sensed data can be retrieved by plugging the device

into any computer/laptop. It also generated alerts when the temperature & humidity go

beyond the predefined limits. The temperature & humidity limits, logging interval, and

date/time/zone can be set using the interface shown in Figure 4.2.

4.4 Results and Discussion

In this section, the performance of the proposed THERMOD is analyzed by performing

numerous experiments. For instance, for data validation, we have considered a fridge as

a reference temperature device, operating at very low temperatures. On completion of

logging, the logged data is retrieved in .pdf format. The cost of THERMOD is compared

with the state of art solutions, and it is found that the proposed THERMOD is quite

inexpensive compared to the existing solutions. Further, an experimental setup is formed

for current consumption measurements in different operating modes and overall battery

life evaluation.

4.4.1 Logged Data Reports

We performed extensive experiments to validate the data obtained from THERMOD. For

instance, THERMOD is placed in a fridge operating at 4◦C for data acquisition as shown

in Figure 4.3. Once the data logging is completed, the logged data can be retrieved in

Fridge Temperature

Device

Figure 4.3: Experimental setup for THERMOD data validation.

.pdf or .csv format. Figure 4.4a, shows the pdf of the retrieved temperature & humidity

along with the other parameters. For instance, the red and black dotted lines in the pdf
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show user defined limits for temperature & humidity; similarly, blue and yellow curves

shows the logged temperature & humidity values in addition to the date and time stamps,

which are essential parameters for cold chain monitoring applications. The temperature

data so obtained is close to fridge temperature over the entire experiment duration, which

confirms the temperature accuracy. The correct PCB layout and component placement,

in addition to temperature sensor accuracy, assures the overall temperature accuracy.

Moreover, the Figure 4.4b, shows the 3 dimensional movement data with respect to time.

The curve so obtained is almost flat, which assures the accuracy and shows the THERMOD

is in rest mode.
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Figure 4.4: (a) Retrieved temperature & relative humidity pdf data, (b) retrieved
accelerometer pdf data plot.

4.4.2 Cost Comparison

The existing temperature & humidity data loggers are based on general purpose

development boards, i.e., microcontroller development boards, and breakout boards, i.e.,

temperature & humidity sensor, memory/SD card and RTC modules, hence possessing

redundant hardware and consequently higher cost. In contrast, the proposed THERMOD

is designed using integrated chips directly that avoids redundancy and, at the same time,

possesses low cost. Besides, the cost is reduced further by a selection of ICs with optimum

specifications. For example, the MCU with a required number of GPIO’s, SPI, and I2C

interfaces in addition to a crystal less USB interface, which cuts external circuitry cost,

and the temperature sensor with only the I2C interface and flash memory with the SPI

interface. Furthermore, the reduced power circuitry with less number of components

altogether reduces the cost of the proposed THERMOD. Moreover, Table 4.3 includes

the approximate cost of the main components used in the temperature & humidity data

loggers. However, from Table 4.3, it can be seen that the proposed THERMOD is much
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more efficient than the existing systems to date.

Table 4.3: Cost comparison of the state of the art and the proposed THERMOD.

Reference Components Features Cost ($)

[93]
DHT22

DS18B20
CY8C29566

Humidity
Temperature

54.40

[61]
MicroSD shield

LM35
Arduino Uno

Temperature 224

[62]

DS3231 RTC
MicroSD card

DS18B20
Arduino Pro Mini

Temperature 34

Proposed

LIS3DH
W25Q16
SHT40

STM32L412

3D Accelerometer
Humidity

Temperature
5

4.4.3 Effective Power Utilization

The THERMOD is a standalone battery operated device, hence power optimization

is essential. Unlike existing solutions, STM32L412KB MCU assures effective power

utilization, availing one of the available power saving modes. While measurements, the

following observations have been made:

� The THERMOD enters in run mode once the logging starts and consumes

34µA/MHz.

� After data logging, the device enters in standby mode and consumes 105nA with

wake up time of 16.1µsec.

� Finally, once the pdf is generated, MCU goes back to shutdown mode. The current

consumption is 16nA with wake up time of 256µsec.

The THERMOD can be wake up from shutdown and standby mode with an interrupt on

the GPIO pin.

Further, in the existing systems, the sensors are powered directly by the power supply.

Due to the continuous power supply, sensors consume few µA’s of current even in the sleep

mode. We have found two solutions for this. First, the sensors can be powered directly

from GPIO pins, as GPIO pins can source a maximum of 20mA current. Second, if the

sensor current requirement exceeds 20mA, a MOSFET can be used as a switch, which will

disconnect the power supply and will save a few µA’s of current. Besides this, we have

utilized the following to save more power.
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� The current consumption of MCU in run mode is dependent on clock frequency.

Except memory, all sensors can run on low clock frequency. So, we have reduced the

clock frequency in standby and run mode to 16MHz except when memory is used,

which requires 80MHz.

4.4.4 Battery Life Calculation

The experimental setup shown in Figure 4.5 is used to evaluate the battery performance

matrices of the proposed THERMOD. In particular, Figure 4.5a shows the device

connection with a digital multimeter for current measurement, while the current

consumption waveform for sleep and active modes is shown in Figure 4.5b where the

peak and horizontal line represents the active and sleep mode currents respectively. Note

the Figure 4.5b is the zoomed version of Figure 4.5a. Furthermore, the battery life can

be calculated by summing up the current contribution of the THERMOD in active and

sleep modes with respect to time duration. The current waveform in Figure 4.5b has

two peaks, i.e., the first peak occurs when MCU enters active mode and activates the

peripherals like GPIO, I2C, and SPI. Once the peripherals are activated, the MCU goes

back to standby mode, shown by dip in Figure 4.5b, hence further reduction in current

consumption, whereas the second peak is obtained when the data is transmitted from

MCU and is stored in memory.
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Figure 4.5: Experimental setup for THERMOD battery life evaluation: (a) experimental
setup for current consumption evaluation, (b) current consumption waveform for sleep and
active mode, (c) current consumption plot for sleep and active mode.

Moreover, the power rating measurements lead to the following observations:

� The device consumes 1uA in sleep mode and 6mA average current for 0.45sec in

data logging mode with a peak of 15.3mA as shown in Figure 4.5c.

� Accordingly, the device can operate for approximately 4.6 years on a single coin cell

with 220mAh battery capacity.

Since the vaccines like Moderna and Pfizer have refrigerated storage (2◦C to 8◦C) up to 30

days, hence, to achieve the re-usability of the device, the battery life of the THERMOD

design has been optimized and can last for 4.6 years. Accordingly, once a lot of vaccine is

delivered and consumed, the same device can be used to monitor another lot of vaccines.
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4.4.4.1 Maximum Battery Life

The active and sleep mode current contribution is calculated as follows:

QDevice
Active = IActive × TActive

= 6 × 0.45

= 2.7mAs

(4.1)

where QDevice
Active is the current contribution of the device in active mode.

QDevice
Sleep = ISleep × TSleep

= 0.001 × 599.55

= 0.599mAs

(4.2)

where QDevice
Sleep is the current contribution of the device in sleep mode.

Now, the average current consumption of the device during 10min interval can be

calculated as:

IDevice
Average =

QDevice
Active + QDevice

Sleep

T

=
2.7mAs + 0.599mAs

600s

= 5.499 × 10−3mA

(4.3)

where IDevice
Average is the average current consumption of the device and T is the logging

interval.

The battery life of the device can be calculated as:

NTotal
Days =

QB

IDevice
Average

=
220mAh

5.499 × 10−3mA

= 4000.455hrs

≈ 1666days

≈ 4.6years

(4.4)

where NTotal
Days is the total number of days the THERMOD can operate and QB is the total

battery capacity in mAh.
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4.4.4.2 Maximum Number of Logs

The maximum number of logs the device can store can be calculated as follows:

ITotal
OneLog = QDevice

Active + QDevice
Sleep

= 2.7mAs + 0.599mAs

= 3.299mAs

(4.5)

where ITotal
OneLog is the total current contribution required for one log with a 10minute

interval.

Now, the total number of logs can be given by the following equation:

NTotal
Logs =

QB

Ionelog

=
220mAh

3.299mAs

≈ 240000

(4.6)

where, NTotal
Logs is total number of logs the THERMOD can log with 220mAh CR2032 coin

cell battery and Ionelog is the average current contribution required for one log.

4.5 Applications

The proposed reusable THERMOD is not limited to COVID-19 vaccines but can also be

used in various applications, including:

4.5.1 Foods, Beverages, Dairy, and Meat Transportation

The perishable food items like milk, eggs, meat, fish, poultry, fruits, and green leafy

vegetables should be kept out of the danger zone (5◦C to 63◦C) as per Food Safety and

Standards Authority of India (FSSAI). The microorganisms multiply themselves by a

process known as the binary fission process and become dormant below 5◦C above 63◦C.

Hence, the perishable food items are refrigerated below 5◦C, and thus, the monitoring

required during transport can be fulfilled by THERMOD.

4.5.2 Vaccines and Pharmaceuticals Transportation

Vaccines and pharmaceuticals are the key components for the prevention of diseases.

It is important that they are precisely handled and are kept at accurate temperatures.

THERMOD is configurable and allows you to take readings at particular intervals for a

complete overview.
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4.5.3 Chemical and Paints Transportation

The chemicals, epoxy, and varnishes are temperature sensitive products. If these products

are kept outside the temperature range, they get degraded and sometimes reduce their

shelf lives. The THERMOD can record the temperature, thus allowing us to model the

degradation.

4.5.4 Environmental Monitoring

The THERMOD can be taken to diverse locations that cannot easily support fixed

temperature monitoring equipment. They can be mountains, deserts, jungles, mines, ice

flows, caves, etc.

4.6 Conclusion

This chapter proposes a battery life enhancement strategy through optimal design and

efficient hardware utilization. The proposed methodology has been investigated on a

cold chain monitoring application. In this regard, first, we have designed and developed

an integrated sensing and logging solution addressing general issues like cost, size, and

data accuracy. Thereafter, the proposed strategy has been applied for enhancing energy

efficiency and achieving a longer battery life. It involves (a) utilizing GPIOs to power

sensors and (b) optimizing controller clock configuration. As a result, the proposed sensing

device (THERMOD) can operate continuously for 4.6 years with a maximum log count of

240000 on a 220mAH coin cell battery, outperforming the state of the art solutions.
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Chapter 5

Battery Life Enhancement

Through Hardware Miniaturization

Generally, battery replacement in IoT applications deployed at remote sites is difficult,

expensive, and sometimes impractical. Hence, these solutions must possess higher energy

efficiency to achieve longer battery life. Therefore, in this chapter, we proposed a

battery life enhancement strategy through hardware miniaturization. Among the IoT

applications mentioned and discussed in Chapter 1, one of the crucial water quality

monitoring IoT use case from the smart farming domain, requiring higher energy efficiency,

has been considered for energy efficiency analysis, evaluation, and enhancement. To

begin with, we first identified the general issues in existing water quality monitoring

solutions, followed by investigating the major factors reducing energy efficiency and,

consequently, reducing the overall battery life of the device. Among the general issues, it

is found that most of the existing solutions are based on general purpose microcontroller

boards and sensor breakout boards, which affect accuracy, increase size and cost, and use

conventional cellular technologies (2G/3G/4G/5G) whose performance varies with local

connectivity and requires more energy. Besides, it is observed that existing solutions

utilize GPS for real time location estimation even when high accuracy is not desired or

high errors in real time locations can be tolerated. Since it is a known fact that GPS

requires a significant energy budget for its operation, hence affects overall battery life

significantly [63]. This issue is identified as the root factor causing significant degradation

in energy efficiency, thereby affecting and reducing the battery life significantly. To address

the aforementioned issues, we first designed, developed, and validated the LoRa based

integrated sensing and localization solution called TEMPSENSE (Tds (total dissolved

solids), Ec (electrical conductivity), teMperature, pH (potential of hydrogen) monitoring

SystEm with integrated localizatioN Solution), addressing the general issues including

data accuracy, size, and cost. Further, the proposed TEMPSENSE replaces the GPS

completely with the RSSI based localization algorithm running at the gateway facilitating

the real time location at much lower energy budget, this as a result increases energy

efficiency significantly and hence leading to a longer battery life. A brief review of existing

works and their shortcomings, as well as how our proposed work differs from the existing

works, is introduced below.
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5.0.1 Related Work and Motivation

Water quality monitoring and related transmission have gained significant research

spotlight. For instance, the authors in [63] and [96], have focused on the sensing

performance targeting data quality, data gathering, and intelligent data analysis. Likewise,

the authors in [97] have utilized data driven approach for predicting urban water quality.

On the other hand, some existing works solely focused on energy efficiency and cost of

the developed solutions. For instance, the authors in [98], utilized deep neural networks

(DNN) to propose an energy efficient water quality monitoring system. While, the authors

in [99], have developed a low cost water quality monitoring system which also includes

the development of nitrates, phosphates sensors. However, the aforementioned methods

seem under optimized, especially in this modern era with a quite impressive sensing and

communication techniques. For instance, [100] is pillared on the terrestrial network, while

[63] and [96] are based on GPS, and hence suffer from low reliability and energy inefficiency.

On the other hand, though few existing solutions, like [98, 99, 101], are based on energy

efficient platforms like LoRa, none of them provide real time location information of

the water quality monitoring device. Since the real time location of the water quality

monitoring device plays a critical role in corrective actions, locating the water quality

monitoring device is becoming essential, especially in the upcoming high density sensor

environments.

Indeed, satellite based GPS solutions have revolutionized outdoor navigation and

positioning. However, GPS based solutions suffer from higher energy consumption [102]

and require line of sight (LoS) between sensor node and GPS satellite, which is the critical

limitation in their implementation. Moreover, some existing works revealed the fact that

the LPWAN can also be utilized for localization, however their implementation methods

are still underway and have numerous limitations [103, 104, 105, 102]. For instance, angle

of arrival (AoA) techniques use an antenna array to determine the angle of arrival at the

receiver [106, 107, 108]. However, the angle calculation involves complex hardware and

calibration. Also, for larger distances, small errors in angle estimation are translated to

huge distance estimation errors [109]. Whereas, in time of arrival (ToA), distances are

measured based on the time that the transmitted signal takes to arrive at the receiver

[110, 109, 107]. Likewise, in time difference of arrival (TDoA), distance measurement is

based on the difference in propagation times of two different signals. Again, time based

techniques require accurate synchronization of clocks [109]. Besides, they also require

line of sight between transmitter and receiver along with large bandwidth and sampling

rates for better resolution [109, 108]. Similarly, fingerprinting requires obtaining RSSI

fingerprints at fixed locations before deploying the system. Nevertheless, it can yield

accurate results, but the fingerprint map needs to be rebuilt if there is any change in the

environment [109].

In this chapter, we have addressed the aforementioned challenges by proposing the

TEMPSENSE: a) an integrated sensing & localization solution. To the best of our

knowledge, integrated sensing & localization solution and their study have not yet been
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presented to date, especially from the purview of noncellular based solutions. b) a hardware

design has been formulated within the institution lab along with test results. Further, it

is shown that the hardware of the proposed TEMPSENSE is significantly inexpensive as

compared to the available industrial solutions. Furthermore, the results of the extensive

experiments conducted in high and low density scenarios show that the proposed algorithm

is better than the existing solutions in terms of cost effectiveness, localization accuracy,

and energy efficiency.

5.1 Contribution

Specifically, the contribution of this work can be summarized as:

� An integrated energy efficient and cost effective hardware for sensing & localization,

along with assured data accuracy, provided by a selection of application specific low

noise and low tolerance discrete passive components.

� Further, extensive efforts have been made towards real time location estimation of

the proposed TEMPSENSE using RSSI based localization algorithm. Moreover,

the estimated real time location obtained after experimentation is close to the true

location, which shows that the proposed TEMPSENSE can replace existing GPS

based location solutions and can estimate real time location precisely and more

energy efficiently.

� Efficient power/chip area utilization with IC only integration of controllers and

related sensing units to achieve cost and energy efficiency, which is a critical

bottleneck in the implementation of the existing solutions.

� Extensive real time experiments have been conducted on different types of samples

including river water to validate the realization of TEMPSENSE. Moreover, the

experimental data obtained after sensing proves the accuracy of the proposed

TEMPSENSE. However, in existing works, no real time experiments have been

conducted.

5.2 System Model

The proposed integrated sensing and localization solution primarily consists of a sensing

node (TEMPSENSE hardware), LoRa gateway, and a server, as shown in Figure 5.1. The

proposed TEMPSENSE senses and transmits the crucial water quality parameters, i.e.,

pH, temperature, TDS, and EC, to the LoRa gateway. The LoRa gateway receives the

sensor data and also makes a note of the RSSI value of the signal received at the gateway.

These RSSI values are then fed to the localization algorithm running in the gateway.

The LoRa gateway then transmits the sensor data and the location of the sensing node

(TEMPSENSE) to the server. The end user can access the data from this server. The
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Figure 5.1: The architecture of the proposed system.

sensing node design, overview of sensing and communication, localization algorithm, and

experimental setup are discussed in the subsequent sections.

5.2.1 Sensor Node Design

The hardware of the proposed TEMPSENSE mainly consists of a power supply,

microcontroller, LoRa module, and different water quality monitoring sensors, i.e., pH,

temperature, TDS, and EC as shown in Figure 5.2b and Figure 5.2c. Whereas the

Figure 5.2a and Figure 5.2b show the hardware differences between state of the art

and proposed integrated sensing and localization solutions. The key components of the

MCU

LDO
SPI

ANT

MCU PCB

LoRa PCB

TDS

EC

UART

LoRa

UART

LDO

pH

Temp

(a)

USB MCU LoRa

PMU

pH Temp ECTDS

SPI

ANT

UART

(b) (c)

Figure 5.2: Illustration of the hardware differences between state of the art and the
proposed integrated sensing & localization solution: (a) state of the art solutions, (b)
proposed solution, (c) TEMPSENSE hardware.

proposed TEMPSENSE are described below as:

Power supply: The device operates at 3.3 V. Hence a buck-boost voltage regulator

(i.e., a regulator which can increase and decrease voltage based on the required output

voltage), with 3.3 V output voltage, is used. In addition to the battery, the device also

has the provision of solar panel incorporation, and hence, the device can also utilize solar

power.

� Microcontroller: The device utilizes Atmel’s 8 bit microcontroller labeled as

atmega328P-AU. The microcontroller has 32 kilobyte (32 KB) flash memory. The

code running in the microcontroller is stored in flash memory. The incorporated
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microcontroller has various interfaces, i.e., I2C, SPI, universal asynchronous receiver

transmitter (UART), universal synchronous and asynchronous receiver transmitter

(USART), and 2 Wire. The microcontroller and LoRa module utilize SPI to interface

the LoRa module to the microcontroller.

� LoRa: The device utilizes the RFM95W LoRa module by HopeRF. RFM95W

incorporates Sx1276 LoRa transceiver by Semtech. It supports various modulations,

including minimum shift keying (MSK), gaussian minimum shift keying (GMSK),

frequency shift keying (FSK), gaussian frequency shift keying (GFSK), on off keying

(OOK), and LoRa. The LoRa module facilitates the transmission of data received

from different sensors to the LoRa gateway.

� LoRa Gateway: The experiments were performed on the RAK7258 indoor and

RAK7249 outdoor gateway by RAK Wireless. The LoRa gateway has multiple

connectivity options, i.e., local area network (LAN), WiFi, and long term evolution

(LTE) for cloud connectivity. The LoRa gateway mainly incorporates two chips i.e.,

Sx1301 and Sx1257 by Semtech. Sx1301 is used for digital signal processing, while

Sx1257 is the RF front end and is used for modulation/demodulation.

� Antenna: The device is equipped with an external dipole antenna. The dipole

antenna operates in the industrial scientific and medical (ISM) band, i.e., at 865

MHz (860-880 MHz). It has an omnidirectional radiation pattern with 2 dBi gain.

� Temperature: The temperature sensor is based on a negative temperature

coefficient of resistance, i.e., the resistance decreases as the temperature increases.

This temperature sensor can be used in the temperature range -55 ◦C ∼ 125 ◦C to

provide -10 ◦C to +85 ◦C temperature detection with an accuracy of ±0.5 ◦C. The

temperature is calculated using the following equation known as parameter equation

which is derived from Steinhart–Hart equation.

β =
T2 × T1

T2 − T1
ln

(
R1

R2

)
(5.1)

where β defines the variation of resistance with temperature, T1 and T2 are

temperatures in K. R1 and R2 are the resistances at temperature T1 and T2

respectively.

� pH: pH is also called the hydrogen ion concentration index. It is a measure of

hydrogen ion concentration in a solution. Usually, the pH is a number between 0

and 14, where a pH=7 means the solution is neutral, a pH<7 means the solution is

acidic, and a pH>7 means the solution is alkaline. Prior to the measurements, the

sensor probe is calibrated using pH 4.0 and pH 7.0 standard buffer solution.

� TDS: TDS indicates how many milligrams of soluble solids are dissolved in one liter

of water. In general, the higher the TDS value, the more soluble solids are dissolved
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in water, and the less clean the water is. The probe is calibrated using a standard

707 ppm buffer solution.

� Electrical Conductivity: An electrical conductivity sensor helps measure

impurities. The impurities can be dissolved substances, chemicals, and minerals.

The higher the amount of these impurities, the higher the conductivity. The EC

probe is calibrated using a standard buffer solution of 12.88 ms/cm.

5.2.2 Sensor Node Working

Pressing the switch for 5s activates the TEMPSENSE. On successful activation, the

TEMPSESNE sensors are dipped in river water as shown in Figure 5.3a. The sensed

data is then transmitted to the LoRa gateway installed at the river site as shown in

Figure 5.3b. The data received at the LoRa gateway can be seen on the TEMPSENSE

website, as shown in Figure 5.3c.

(a) (b) (c)

Figure 5.3: Experimental setup of integrated sensing & localization solution: (a) sensors
dipped in water, (b) LoRa gateway, (c) sensor data on TEMPSENSE website (fetched
from TTN server).

5.2.3 Overview of RSSI Based Localization

Localization refers to the process of determining either the relative (proximity) or exact

(positioning) position of an asset/person in a given environment. Proximity solutions

require only one gateway, whereas inferring the location of a node requires multiple

gateways.

The distance of the sensor node from a gateway is determined using the RSSI values

received at the gateway. Log distance path loss model gives the RSSI P (d) as a function

of distance, as described by (5.2) [111].

P (d) = C − 10nlog10(
d

d0
) + X (5.2)

d is the distance between transmitter and receiver, d0 is the reference distance, C is the

average RSSI at the reference distance d0, n is the path loss exponent which depends

on the environment, and X is a zero-mean Gaussian random variable which accounts for

shadowing. When P (d) is known, distance d is estimated using (5.3).
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d = 10

(
C−P (d)

10n

)
(5.3)

Further, based on these estimated distance values, the location of the reference node can

be estimated using trilateration, as shown in Figure 5.4. In Figure 5.4, a two dimensional

network having a target node with an unknown coordinate (xt, yt) and a set of gateways

nodes (xΓ, yΓ) is considered.

(xc,yc)

(xb,yb)

db

dadc

(xt,yt)

(xa,ya)

Gateway Sensor node

Figure 5.4: Illustration of trilateration for the estimation of the real time location of the
proposed TEMPSENSE.

5.3 Experimental Setup for Localization

The experimental setup for RSSI based localization is shown in this section. Experiments

were carried out in two different scenarios, i.e., i) Low density scenario: Inside IIT Ropar

Campus, and ii) High density scenario: At Satluj River Barrage. We have opted for RSSI

based technique for distance estimation as it does not require any extra hardware, is cost

effective, and is energy efficient [102, 109] in comparison to existing techniques. Since the

RSSI values are affected by multipath fading [109, 112], hence large fluctuations in RSSI

values are observed at a fixed distance from the transmitter. These fluctuations can be

controlled using filtering techniques. Unlike the existing solutions, we have filtered RSSI

values received at gateways prior to the distance estimation using the Kalman filter. In

this chapter, first, we have estimated the distance of the sensor node from three gateways

based on RSSI values by using the log distance path loss model. Later, trilateration was

performed using the estimated distances to determine the position of the sensor node.

5.3.1 Kalman Filter

Noisy RSSI measurements were filtered using a Kalman filter. Considering that multiple

RSSI values are recorded at any fixed location, the true RSSI value at each timestamp

is unknown, while all we have is the noisy measurements. Since both the gateway and

sensor node are static, it is expected that the RSSI values collected at a fixed location do
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not vary with time. However, there is some process noise due to phenomena like fading,

reflection, and diffraction, which bring about RSSI fluctuations. Thus, we model the RSSI

estimation problem as a one dimensional Kalman filter using the following equations:

sk = sk−1 + w;

zk = sk + v

where

w ∼ N (0, Q)

v ∼ N (0, R)

sk and zk represent the true state and measurement, respectively, at kth timestamp. w and

v represent process and measurement noise, respectively. R and Q are the measurement

noise and process noise variance respectively, which are kept constant for all timestamps.

5.3.2 Kalman Filter Algorithm

Algorithm 5 covers the 1D Kalman filter process. Pk
− and Pk are the a-priori and

a-posteriori estimate error variances and are given by (5.4) and (5.5) respectively. ŝ−k is the

a-priori state estimate, and ŝk is the a-posteriori state estimate. The predict step gives the

a-priori estimates for estimate error variance and state without seeing the measurement

zk. The update step calculates the final a-posteriori state estimate by inculcating the

measurement at the kth timestamp. Kalman gain Kk allocates a weight value which

decides whether ŝ−k or zk should be trusted more for giving the final state estimate ŝk.

Algorithm 5 Covariance matching based 1D Kalman filter

Initialize x0, P0, Q, R

for k= 1 to N:

Predict equations:

ŝ−k = ŝk−1

Pk
− = Pk−1 + Q

Update equations:

Kk = Pk
−

Pk
−+R

ŝk = ŝ−k + Kk(zk − ŝ−k )

Pk = (1 −Kk)Pk
−

Pk = E[(sk − ŝk)2] (5.4)

Pk
− = E[(sk − ŝ−k )2] (5.5)

Through trial and error, the initial parameters were set to x0 = 0, P0 = 10, Q = 0.1 and

R = 103.
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5.3.3 Experimental Setup for Low-density Scenario: Inside IIT Ropar

Campus

5.3.3.1 Path Loss Model Parameters

2000 RSSI values were collected by moving the device away from the gateway at intervals

of 0.2 m up to a distance of 10 m. Beyond 10 m, the interval was increased to 1 m, and

a total distance of 30 m was covered and is represented by the area around location PL,

shown in Figure 5.5a. Average RSSI was obtained at each location, and least squares

based curve fitting was applied as shown in Figure 5.5b. C and n values were estimated

as -79.68 dBm and 1.364, respectively.

G2

G1 G3

PL

L2

L3L1

(a) (b)

Figure 5.5: (a) Gateway positioning inside IIT Ropar campus for the low density indoor
scenario, (b) curve fitting for low density indoor scenario.

5.3.3.2 Trilateration

For simplicity and better interpretability, equivalent cartesian coordinates were created

based on the GPS locations of the device and three gateways as depicted in Figure 5.6,

where L1, L2, L3 are the three device locations, and G1, G2, G3 indicate the fixed positions

of the three gateways. The coordinates highlighted in red are the GPS coordinates, while

those in black are their equivalent cartesian coordinates.

The distances estimated using averaging, histogram approximation [113], and Kalman

filter have been summarized in Table 5.1. 2000 RSSI readings were collected at each

gateway, to which averaging, histogram approximation, and Kalman filter were applied.

Trilateration was applied using the distance values obtained from Table 5.1. Table 5.2

shows the predicted device positions and corresponding positioning errors. Mean errors

of 7.1 m, 13.7 m, 10 m, and 8.2 m were observed using the GPS, averaging, histogram

approximation, and Kalman filter technique, respectively. Kalman filter improved the

positioning accuracy for all three device locations and also yielded a smaller mean error

than the averaging and histogram approximation technique.
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Figure 5.6: Cartesian and GPS coordinates for the device and gateway locations: Low
density indoor scenario.

Table 5.1: True and estimated distance values (in meters) between the three gateways and
three device locations (low density indoor scenario).

Device Gateway
Distance (m)

True GPS Average Hist. Kalman

L1
G1 55.9 58.1 54.9 54.0 53.1
G2 103.0 111.1 91.6 97.2 96.7
G3 234.9 241.9 212.3 219.6 224.1

L2
G1 134.6 134.5 121.7 122.7 130.1
G2 55.9 51.5 55.8 51.8 55.9
G3 224.3 243.8 199.3 202.7 213.6

L3
G1 125 126.4 72.2 96.3 107.4
G2 125 118.4 87.7 100.4 106.5
G3 162.6 182.4 93.1 126.2 126.4

Table 5.2: Estimated position and positioning error for the three device locations (low
density indoor scenario).

Device
Position (cartesian coordinates) Error (m)

True GPS Average Hist. Kalman GPS Average Hist. Kalman

L1
(-25.0,
25.0)

(-20.2,
19.8)

(-17.9,
43.0)

(-21.7,
37.4)

(-21.8,
33.4)

7.1 16.5 12.0 7.8

L2
(50.0,
50.0)

(46.8,
55.2)

(38.9,
65.9)

(41.2,
63.4)

(-46.0,
57.4)

6.1 11.5 10.1 6.3

L3
(0.0,

100.0)
(-5.3,
93.6)

(-8.2,
115.6)

(-2.7,
108.4)

(0.6,
110.6)

8.3 13.2 8.0 10.6

5.3.4 Experimental Setup for the high density scenario: At Satluj River

Barrage

Localization performance was evaluated through experimentation using three gateways

at the riverside, as shown in Figure 5.7a. Trilateration was performed to infer the
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position of the TEMPSENSE at three different locations shown in Figure 5.8. Averaging,

histogram approximation, and Kalman filter were used to filter the RSSI values, followed

by trilateration for the aforementioned filtering schemes.

G1

G2

G3

L1

L2 L3

(a) (b)

Figure 5.7: (a) Experimental setup for data acquisition and device positioning at river,
(b) curve fitting for high density outdoor scenario.

5.3.4.1 Path Loss Model Parameters

The path loss parameters C and n for the Satluj River Barrage were estimated using least

squares based curve fitting applied to averaged RSSI values collected at the riverside,

which had trees on one side. RSSI values were collected from the sensor node by moving

it away from the gateway in intervals of 2 m up to a distance of 50 m. Beyond 50 m, the

interval was increased to 5 m, and a total distance of 100 m was covered. 2000 RSSI values

were collected at each location. The C value was estimated to be -12.805 dBm for d0=1

m, and the n value was estimated to be 2.769. The path loss exponent curve so obtained

has been shown in Figure 5.7b.

5.3.4.2 Trilateration

For simplicity and better interpretability, equivalent cartesian coordinates were created

based on the GPS locations of the device and three gateways as depicted in Figure 5.8,

where L1, L2, L3 are the three device locations, and G1, G2, G3 indicate the fixed positions

of the three gateways. The coordinates highlighted in red are the GPS coordinates, while

those in black are their equivalent cartesian coordinates.

The distances estimated using averaging, histogram approximation, and Kalman filter

have been summarized in Table 5.3. 2000 RSSI readings were collected at each gateway,

to which averaging, histogram approximation, and Kalman filter was applied. Trilateration

were applied using the distance values obtained in Table 5.3.

Table 5.4 shows the predicted device positions and corresponding positioning errors.

Mean errors of 7.1 m, 13.6 m, 11.4 m, and 9.4 m were observed using the GPS,

averaging, histogram approximation, and Kalman filter technique, respectively. Kalman
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Figure 5.8: Cartesian and GPS coordinates for the device and gateway locations: high
density scenario.

Table 5.3: True and estimated distance values (in meters) between the three gateways and
three device locations (high density outdoor scenario).

Device Gateway
Distance (m)

True GPS Average Hist. Kalman

L1
G1 233.3 105.2 226.6 230.4 238.0
G2 99.7 105.2 90.9 97.2 107.4
G3 154.2 160.4 152.9 144.3 154.2

L2
G1 60.9 64.9 58.0 54.3 54.9
G2 338.5 351.9 323.4 302.6 330.2
G3 134.5 140.7 124.2 125.8 133.3

L3
G1 110.0 115.5 83.9 84.0 110.1
G2 350.7 364.1 268.8 271.1 371.7
G3 125.2 130.8 95.2 94.4 125.2

filter improved the positioning accuracy for all three device locations and also yielded a

smaller mean error than the averaging and histogram approximation technique.

Table 5.4: Estimated position and positioning error for the three device locations (high
density outdoor scenario).

Device
Position (cartesian coordinates) Error (m)

True GPS Average. Hist. Kalman GPS Average Hist. Kalman

L1
(-95.0,
-68.7)

(-101.3,
-75.3)

(-104.8,
-66.6)

(-86.1,
-67.5)

(-85.9,
-69.7)

9.1 9.6 8.7 8.9

L2
(-34.0,
164.5)

(-29.8,
169.1)

(-40.1,
150.1)

(-65.4,
131.1)

(-44.2,
157.2)

6.2 13.2 11.7 7.0

L3
(15.0,
164.5)

(-19.1,
169.1)

(-55.9,
95.9)

(-53.2,
97.7)

(40.9,
187.3)

6.2 18.1 13.9 12.3
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5.4 Results and Discussion

5.5 Results and Discussion

In this section, the accuracy of the sensed data and localization, cost comparison of the

proposed solution with state of the art solutions, and battery life evaluation are discussed.

5.5.1 Sensed Data Accuracy

Considering the output of pH, temperature, TDS, and EC sensors, which varies from

millivolt to a few volts, the hardware of the proposed TEMPSENSE is designed with

low tolerance and low noise passive components in addition to the recommended layout

for power supply and mixed signals. This, in turn, ensures the accuracy of the acquired

data. Moreover, the sensors are calibrated with standard solutions prior to measurements.

Several experiments were performed on different samples containing normal water, river

water, orange water, and biscuit solution as shown in Figure 5.9a and Figure 5.9b

respectively. Further, experimental data obtained in Table 5.5 is in good agreement with

(a) (b)

Figure 5.9: Experimental setup of for sensed data accuracy evaluation: (a) design
validation and testing with different solutions, (b) setup for river water sensing.

the practical values. For instance, while measuring normal water, we obtained pH values

of 7.01 and 7.06 using TEMPSENSE and a reference sensor. This altogether ensures the

accuracy of the proposed TEMPSENSE.

5.5.2 Localization Accuracy in Low and High density Scenarios

Since the water quality monitoring systems are typically deployed at remote river sites,

so the requirement of a low cost and energy efficient solution for real time location is

addressed by the proposed TEMPSENSE that replaces the GPS with the RSSI based

algorithm and hence demands low energy. Moreover, the localization data so obtained

from the experiments conducted for different scenarios is in good agreement with the true

locations. For instance, the mean errors of 7.1 m, 13.7 m, 10 m, and 8.2 m were observed

using the GPS, averaging, histogram approximation, and Kalman filter technique for low

density indoor scenario. In contrast, the mean errors of 7.1 m, 13.6 m, 11.4 m, and 9.4
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Table 5.5: Water quality parameter measurement for different samples.

Sample Parameters calculated
type pH Temp (°C) TDS (ppm) EC (ms/cm)

Orange water

6.38 29.5 252 0.26
6.35 29.40 251 0.25
6.38 29.60 254 0.28
6.4 29.50 253 0.30

Biscuit water

6.81 28.85 650 1.61
6.88 29.80 651 1.90
6.86 29.60 657 1.85
6.85 29.70 655 1.88

Normal water

7.01 28.50 104.8 0.24
6.90 28.60 104.6 0.20
7.02 27.90 104.9 0.25
7.10 28.40 105.1 0.23

River Water

6.78 18.10 137.7 0.61
6.70 17.80 137.2 0.65
6.75 17.90 136.8 0.67
6.72 18.20 137.3 0.66

m were observed using the GPS, averaging, histogram approximation, and Kalman filter

technique for high density outdoor scenario. This altogether ensures that the proposed

TEMPSENSE can estimate real time location precisely, cost, and energy efficiently.

5.5.3 Cost Comparison

From Figure 5.2a, it can be seen that state of the art solutions are designed mostly

using modules i.e., pH, temperature, TDS and EC, and development boards i.e., power

supply, microcontroller, and LoRa board, hence posses the redundant hardware. While

the proposed TEMPSENSE is designed using dedicated integrated chips (can be seen from

Figure 5.2b) that avoid redundancy and, at the same time, possess low cost. Moreover,

Table 5.6 includes the approximate cost of the main components used in the water quality

monitoring systems. Apart from pH, TDS, temperature, and EC, some of the existing

solutions measure additional parameters. Hence, to get a better cost comparison, the cost

of additional sensors is not considered. However, from Table 5.6, it can be seen that the

proposed TEMPSENSE is much more cost efficient than the existing systems to date.

5.5.4 Battery Life Calculation

The experimental setup shown in Figure 5.10, is used to evaluate the battery performance

of the proposed TEMPSENSE. In particular, Figure 5.10a, shows the device connection

with digital multi-meter for current measurement, while the current consumption

waveform for sleep and active modes are shown in Figure 5.10b, where the peak and

the horizontal line represent the active and sleep mode currents respectively. The battery
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Table 5.6: Cost, performance, and localization accuracy comparison of state of the art
and the proposed integrated sensing & localization solution.

Ref. Tech. Parameters
Data

accuracy
Positioning
accuracy (m)

Cost
($)

[100] LTE pH, DO, EC, Temp & TDS Low Not defined 80

[114] GSM pH, DO, T&H Low Not defined 122

[63] LoRa pH, DO, EC, Temp, & Pressure High 2.5m (ideal) 130

[96] LoRa pH, DO, EC & Turbidity High 10 m 215

[98] LoRa pH, DO, EC & Turbidity High 10 m 215

[101] LoRa Pressure & Pulse sensor Low Not defined 40

[115] LoRa pH, Salinity, & Temperature Low 2.5 m (ideal) 116

[116] LoRa Turbidity, pH & Conductivity Moderate 2.5 m (ideal) 102

[117] BLE pH Low 2.5 m (ideal) 53

Prop. LoRa pH, EC, Temp & TDS Moderate 8.8 m (practical) 13.5

life can be calculated by summing up the current contribution of the TEMPSENSE in

active and sleep modes with respect to time duration. Note that Figure 5.10c is the

zoomed version of Figure 5.10a. The measurements lead to the following observations:

� The TEMPSENSE consumes 0.33 mA in sleep mode and 8.4 mA average current for

0.5 s in data acquisition and transmission mode with a peak of 18.5 mA as shown

in Figure 5.10c.

� Accordingly, the device can operate for approximately 2 years on a battery with

20000 mAh capacity.

Moreover, the detailed calculations for TEMPSENSE battery life estimation are given

below: The active and sleep mode current contribution of TEMPSENSE is as follows:

CTEMPSENSE
Active = IActive × TActive

= 8.4 × 0.5

= 4.2 mAs

(5.6)

where CTEMPSENSE
Active is the current contribution of the TEMPSENSE in active mode.

CTEMPSENSE
Sleep = ISleep × TSleep

= 0.33 × 4.5

= 1.485 mAs

(5.7)

where CTEMPSENSE
Sleep is the current contribution of the TEMPSENSE in sleep mode.
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Figure 5.10: Experimental setup for TEMPSENSE energy consumption and battery life
evaluation: (a) setup for TEMPSENSE current evaluation, (b) current waveform for sleep
and active modes, (c) current consumption while data acquisition and transmission.

Now, the average current consumption of the TEMPSENSE during one transmission

interval can be calculated as:

ITEMPSENSE
Average =

CTEMPSENSE
Active + CTEMPSENSE

Sleep

T

=
4.2 mAs + 1.485 mAs

5 s

= 1.137 mA

(5.8)

where, ITEMPSENSE
Average is the average current consumption of the TEMPSENSE and T is

the transmission interval.

The battery life of the TEMPSENSE can be calculated as:

NTotal
Days =

BC

ITEMPSENSE
Average

=
20000 mAh

1.137 mA

= 17590.1495 hrs

≈ 733 days

≈ 24 months

≈ 2 years

(5.9)

where NTotal
Days is the total number of days the TEMPSENSE can operate, and BC is the

total battery capacity in mAh.

5.6 Applications

The proposed TEMPSENSE can have various applications, including water quality

monitoring in rivers and lakes, agriculture, and aquaculture. Since the TEMPSENSE

enables real time location, corrective measures can be taken in time. Therefore, the device
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can significantly reduce water pollution. In agriculture, soil parameters like pH, electrical

conductivity, and temperature can be measured, and hence, unnecessary watering of the

fields can be avoided. Further, the proposed solution can also monitor essential parameters

required for aquaculture, especially fisheries.

5.7 Challenges and Practical Constraints

In high-density environments, several challenges arise that significantly impact the

performance of RSSI-based localization solutions. A primary issue is the large fluctuations

in RSSI values, which degrade localization accuracy. Additionally, limited cellular coverage

impairs the data transmission reliability between the gateway and the cloud, negatively

affecting system performance. Practical constraints include the need for stable cellular

connectivity between the gateway and the cloud, as well as a reliable grid power supply

to ensure continuous gateway operation. Moreover, periodic sensor calibration is essential

to maintain accurate measurements. From a hardware perspective, optimal performance

often requires the deployment of three gateways, which slightly increases the overall cost.

5.8 Conclusion

This chapter proposes a battery life enhancement strategy through hardware

miniaturization. The proposed methodology has been investigated on a river water quality

monitoring solution requiring real time location. In this regard, first, we have designed

and developed an integrated sensing and localization solution addressing general issues

like cost, size, and data accuracy. Thereafter, the proposed strategy has been applied

to enhance energy efficiency and achieve a longer battery life. It involves replacing

expensive and energy intensive GPS with an RSSI based real time localization algorithm

that estimates real time locations without incorporating additional positioning hardware,

thus saving significant energy. As a result, the proposed sensing device (TEMPSENSE)

can operate continuously for 2 years on a 20000 mAh battery, outperforming the existing

solutions.
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Chapter 6

Battery Life Enhancement

Through Aggregated Data

Transmission

In general, remotely deployed IoT solutions require longer battery life due to numerous

reasons. Replacing the batteries requires manpower and money; sometimes, it is difficult

and impractical to replace batteries due to the nature of the remote sites. Therefore,

in this chapter, we proposed a battery life enhancement strategy through aggregated

data transmission. Among the IoT applications mentioned and discussed in Chapter

1, one of the crucial livestock monitoring (cattle health and activity monitoring) IoT

use cases from the smart farming domain, requiring higher energy efficiency, has been

considered for energy efficiency analysis, evaluation, and enhancement. To begin with, we

first identified the general issues in existing cattle health monitoring solutions, followed

by investigating the root factors causing a reduction in energy efficiency, which, as a

result, reduces the overall battery life of the sensing node. Among the general issues, it is

found that most of the existing solutions rely primarily on parametric energy optimization,

however cattle health and activity monitoring system may have parametric requirements

that are non optimized. Besides, the existing solutions transmit raw data, which is usually

generated frequently, consequently increasing total transmission and causing high energy

consumption. Also, the existing solutions transmit the fixed number of copies to overcome

packet loss issues. However, transmitting the fixed number of copies may not completely

overcome packet loss and may also lead to redundant transmissions. These issues are

identified as the root factors causing significant degradation in energy efficiency, thereby

significantly reducing battery life. To address the aforementioned issues, we first designed,

developed, and validated the integrated sensing and logging solution called BlueEYE

(Bluetooth-based monitoring device), which addressed general issues, including size and

cost. Further, a thresholding method was proposed that reduces the total number of

transmissions and saves a significant amount of energy by only transmitting parametric

data over raw data, which is usually sensed and transmitted very frequently. Additionally,

analytical expression for selecting number of copies required to overcome the packet loss

and redundant transmissions have been derived, this further enhances the energy efficiency.

A brief review of existing works and how our proposed work differs from the existing works

is introduced below.
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6.1 Related work and Motivation

Indeed, significant research efforts have been made to design and develop cattle health

and activity monitoring systems. Primarily two technology types are deployed for remote

monitoring a) cellular, e.g., global system for mobile communication (GSM), NBIoT [65,

118], b) non cellular, e.g., RFID, WiFI, LoRa, ZigBee, BLE [119, 120, 121, 122, 123,

124, 54, 125, 126]. The GSM and NBIoT based solutions proposed in [65, 118], may not

work in remote areas with bad network coverage, additionally, cellular based solutions

have a comparatively high energy consumption footprint. Hence, noncellular technologies

are investigated and adopted for such applications [119, 120]. Indeed, noncellular based

solutions outperform cellular based solutions, which have a) bad network coverage in

remote areas and a high energy consumption footprint; however, they also have certain

limitations. For instance, RFID [121, 122] and WiFi based solutions [124] require high

energy, whereas LoRa and Zigbee [126, 123] solutions require complex setups and also

possess duty cycle restrictions.

However, the recent developments in BLE, i.e., low energy, less complex, and good

coexistence, make it more suitable over other noncellular technologies (e.g., WiFi, ZigBee,

Sigfox, NBIoT, etc.) and hence is utilized in most of the health and activity monitoring

solutions and related applications, e.g., smartwatches, BLE beacons, wearable, cattle

health and activity monitoring solutions, et.c [127, 54, 128, 129, 130, 131, 125, 64]. A BLE

based cattle health and activity monitoring solution consists of two main components, i.e.,

a) sensing device with BLE functionality and b) BLE scanner. The sensing device has an

accelerometer sensor that measures acceleration due to movement in 3 dimensional space.

The 3 axis acceleration data is then transmitted to the BLE scanner (BLE gateway). The

authors in [132] have suggested a sensing frequency of 10-20Hz (every 50-100ms) as best

for cattle activity recognition, causing increased transmission requirements. The 3 axis

acceleration data received at the gateway is further analyzed to predict the cattle activity

corresponding to that data using different algorithms running in the BLE scanner.

Indeed, efforts have been made toward energy optimization in BLE based IoT solutions.

For instance, the authors in [133, 134, 135] investigated parametric energy optimization

(e.g., advertising interval, transmitted energy, etc.). However, a cattle health and activity

monitoring application may have different parametric requirements (which may not be

optimized), e.g., advertising interval, scanning interval, transmitted energy, payload size,

etc.

Further, the raw data received from the sensors is used for classification and activity

prediction. To do so, various machine learning (ML) algorithms are used [136]. In

particular, the ML algorithms take the raw accelerometer data obtained from sensors,

train the model, and predict the cattle activities. For instance, the BLE based solution

proposed in [137] uses a gradient boost decision tree model that classifies resting, moving,

and eating and possesses only 288 days of battery life on a 230 mAh battery. Similarly,

the authors in [66] proposed a LoRa based solution using a random forest classifier (RF)



Chapter 6. Battery Life Enhancement Through Aggregated Data Transmission 93

for walking, feeding, standing, and lying classification and possess 15 days of battery

life on a 660mAh battery. Further, the authors in [65] proposed a GSM-based solution

that uses a gradient boost and random forest classifier for standing, lying, ruminating,

grazing, and walking classification and possesses 11 hours of battery life on an 850mAh

battery. Further, the authors in [138] proposed WiFi based solution, which uses a support

vector machine (SVM) and decision tree for standing, lying down, and eating classification,

and possesses 10 days battery life on a 3400mAh battery. The aforementioned solutions

transmit the raw acceleration data. However, transmitting the raw data requires more

transmissions (since it is sensed very frequently, i.e., every 50-100ms), resulting in higher

energy consumption/lower battery life.

Additionally, the BLE based solution suffers data loss when the number of devices in the

network increases significantly, which is a highly likely case for a big cattle farm. To

address this, some authors [139] used the previous data points to send with the current

data, which increases the chances of reception up to a certain extent. However, it may

not be efficient when numerous sensors are utilized for activity monitoring, collectively

creating large amounts of data.

It is evident from the above discussion that the existing solutions have numerous

limitations, including relying on parametric energy optimization, which might not be

applicable, frequent data transmission, causing more energy consumption, and a lack of

proper mechanisms to overcome data loss.

To address the aforementioned issues, in this chapter, we first investigated the root cause

of higher energy consumption. However, none of the existing BLE based cattle health

monitoring systems emphasizes the root cause of higher energy consumption/lower battery

life, which can be the collective effect of inappropriate sensor configuration, inefficient

utilization of BLE resources, etc. Further, proposed a thresholding based approach that

decreases the total number of transmissions required, consequently decreasing the total

energy consumption and increasing the battery life. In addition to the above, to further

enhance energy efficiency, we have analytically derived the close form expression, which

helps in selecting an exact number of transmissions required to overcome data loss and

redundancy in transmissions.

6.2 Contribution

Specifically, the contributions of this chapter are summarized as follows:

� Thresholding based low energy mode is proposed which doubles the battery life by

significantly reducing the number of transmissions.

� Network congestion occurs when devices in the network grow. Simplified close form

expression is derived to choose the number of transmissions required to transmit data

in a congested network. The simplified close form expression will help the service

providers to choose the parameters efficiently.
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� Experimentally we found that sense, store, and advertise when the packet is full, is

significantly more energy efficient than simple sense and advertising, which was not

utilized in most of the existing works. Hence, implement, sense, store, and advertise

the data when the packet is full.

6.3 System Model

The proposed solution primarily consists of BlueEYE hardware, a BLE gateway, and a

server, as shown in Figure 6.1. The BlueEYE sensing node is attached to the cow neck

with the help of a belt. It senses and transmits temperature, movement, and orientation

data to the BLE gateway. Further, for remote processing and analyses of the data, the

BLE gateway uploads the data to the server using an internet connection. Moreover, this

data can also be fetched by the user directly from BlueEYE in real time.

BLE

Gateway

UserBlueEYE Hardware

Server

Figure 6.1: The architecture of the BlueEYE based cattle health monitoring system.

6.3.1 Sensor Node Design

Figure 6.2 shows the block diagram and the designed and developed sensing node

(BlueEYE). The BlueEYE mainly consists of a BLE system on chip (SoC), sensors, light

emitting diodes (LEDs), a button, and a customized 2.45 GHz antenna. The device is

equipped with two sensors, i.e., motion (orientation and movement), temperature, and

humidity. The sensor data so obtained is processed and advertised by BLE SoC. The

LEDs are used for start, stop, and advertising indications, whereas the button is used to

switch ON/OFF the device. The customized compact monopole antenna is matched to 50

ohms and hence doesn’t require additional matching components, thereby possessing low

cost and long range. The key specifications of each component are given below:

BlueEYE mainly consists of BLE SoC, motion sensor, temperature, and humidity sensor.

The motion sensor senses movement and orientation, whereas the temperature and

humidity sensor senses the ambient temperature, which is communicated to BLE SoC

over I2C communication. The data is then advertised by BLE SoC and can be received

and analyzed by the user.

The selection of components plays an important role in the energy optimization of the

device. Hence, the components are selected considering low energy battery operated IoT

device requirements.
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Figure 6.2: (a) Block diagram of the proposed BlueEYE, (b) fabricated hardware of the
proposed BlueEYE at the institution lab

� BLE SoC BlueEYE has Nordic’s nRF52 series Arm Cortex M4 processor termed as

nRF52832 BLE SoC, which is among the best low energy system on a chip that has

a 2.4 GHz radio along with the inbuilt controller. The key electrical specifications

are as follows.

– Current consumption in system OFF mode: 0.3 µA

– Current consumption in system ON mode with wake on RTC: 1.9 µA

– Fully automatic low drop regulator (LDO) and DC/DC regulator system.

For any general application, the BLE SoC resides mainly in two modes, i.e., system

ON sleep mode and system OFF mode; hence, it must consume low current in these

modes. The selected BLE SoC consumes the lowest current among the available

BLE radios, i.e., 0.3 µA and 1.9 µA, in system ON sleep and system OFF mode,

respectively. Also, the SoC is equipped with an inbuilt LDO, a highly efficient

DC-DC converter, and balanced to the unbalanced converter (BALUN), which

reduces the additional cost and space.

� Temperature and Humidity Sensor BlueEYE incorporates the ultra low energy

and high accuracy SHT40 temperature and humidity sensor from the well known

venture Sensirion. SHT40 is selected due to the following key electrical specifications.

– Idle state current consumption: down to 0.08 µA

– Current consumption during sensing and measurement: down to 0.4 µA.

Besides the low operating current in idle and measurement state, the sensor

also possesses the temperature and humidity accuracy of ± 0.2 ◦C, ± 1.8 %RH,

respectively.

� Motion Sensor BlueEYE has a LIS3DH motion sensor from STMicroelectronics.

Key electrical specifications are as follows:

– Idle state current consumption: down to 0.5 µA
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– Current consumption during sensing and measurement: down to 2 µA.

In addition to low current consumption, LIS3DH has an integrated 32 level first in

first out (FIFO) buffer, allowing the user to store data to limit intervention by the

host processor, saving significant energy.

6.3.2 Sensor Node Working

Initially, the BlueEYE resides in system OFF mode, and all the sensors are in an OFF

state. When the button is pressed for 5 seconds, the device switches to system ON

low-power mode, and Timer 1 is activated with a timeout of T1 seconds. During this time,

data from the temperature sensor is collected and stored. Once T1 expires, Timer 2 starts

with a timeout of T2 seconds, during which readings from the accelerometer are captured

and stored. After T2 expires, Timer 3 is initiated with a timeout of T3 seconds, and during

this interval, the battery status is sensed and stored. Once the data from the temperature

sensor, accelerometer, and battery status are ready, Timer 4 begins. During this period,

packet formation is triggered, followed by the transmission of the collected data. Once the

advertisement is complete, Timer 4 stops, and the cycle repeats.

6.4 Overview of BLE Communication

The data can be communicated to the host Bluetooth device using one of the two link layer

states, i.e., either advertising or connection state. The advertising state can be entered

directly from the standby state (lowest energy state, no transmission, and reception),

whereas the connection state requires one intermediate state, i.e., either the advertising

or initiating state, as shown in Figure 6.3.

Scanning

StandbyAdvertising Initiating

Connection

Figure 6.3: BLE link layer states.

The link layer in the advertising state transmits advertising channel packets and possibly

listens and responds to responses triggered by the advertising packets. Whereas in the

connection state, the data communication is initiated once the connection is established.

Within the connection state, two roles are defined, i.e., master (when entered from the

initiating state) and slave (when entered from the advertising state).

The data transfer using a connection state comes at the cost of high energy consumption.

Also, if the connection drops, reconnection occurs at the cost of increased energy

consumption. As a result, advertisement data communication is preferred over the
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connection for battery operated applications [54, 55]. In particular, in this chapter, we

opted BLE legacy advertisement.

BLE link layer packet structure is shown in Figure 6.4. The preamble field is used for

frequency synchronization, automatic gain control, and symbol time estimation. All the

advertising channel packets have the same access address, i.e., 0x8E89BE06. The cyclic

redundancy check (CRC) field is used for error correction and detection. AdvA and

AdvData fields contain the advertiser/transmitter address and the data to be transmitted.

Preamble Access Address Protocol Data Unit (PDU) CRC

1 Byte 4 Byte 2-39 Byte 3 Byte

Header Payload

2 Byte 0-37 Bytes

AdvA AdvData

6 Byte 31 Byte

Length AD Type Company Identifier User Data

1 Byte 1 Byte 2 Byte 27 Byte

Figure 6.4: BLE link layer packet structure for non-connectable undirected advertising.

The data can be advertised on the advertising channels having channel indexes 37, 38, and

39, respectively. The advertising events are shown in Figure 6.5. The advertising period

can be calculated as:

TAP = TAI + TRD (6.1)

where TAP is the advertising interval and can take any value between 20 ms - 10.24 s in

the multiples of 0.625 ms, TRD is the pseudo random value between 0 - 10 ms generated

by the link layer for each advertising event, TAP is the total time of an advertising event.
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Figure 6.5: Illustration of advertising events and scanning process in BLE.
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6.5 Proposed Methodology, Results, and Discussion

In this section, first, the root factors causing higher energy consumption are investigated,

then derivation for number of transmissions required to overcome packet loss and

redundancy in transmissions is derived and discussed, followed by a discussion on

thresholding methodology and battery life analysis.

6.5.1 Investigating Root Cause of Higher Energy Consumption

6.5.1.1 Sense, Store, and Advertise

Generally, the monitoring devices sense and read the sensor unit sample data, followed by

advertisements. However, the in depth experiments performed show that this is not an

energy efficient approach. Since the sensor unit sample, data size is usually less than the

advertising packet payload size (a manufacturer specific advertisement packet can have 27

bytes of user data), hence, resources are not utilized efficiently. Contrarily, the proposed

BlueEYE firmware is designed in such a way that it advertises the data only when the

packet is full, i.e., 27 bytes. Moreover, the experiments performed on the temperature

sensor (of 2 byte unit sample data size) show that sense, store, and advertise when the

packet is full is 19 % more energy efficient than simple sense and advertise unit sample,

as shown in Table. 6.1.

Table 6.1: Current consumption for sense & advertise and sense, store & advertise.

Sense & advertise Sense, store, & advertise Change (%)

4.55 µA 3.67 µA 19.3
4.55 µA 3.67 µA 19.3
4.53 µA 3.68 µA 18.7

Moreover, the current consumption waveforms for sense, store, and advertise and

conventional sense and advertise are shown in Figure 6.6.
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Figure 6.6: Current waveforms for sense, store, and advertisement and sense and
advertisement scenario.
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6.5.1.2 First in First Out (FIFO) Buffer

Accelerometer unit sample data is 6 bytes (2 bytes on each axis, i.e., x, y, and z).

Conventionally, as soon as the sample is sensed and is available to read, it is read by

BLE SoC using I2C communication. Since the I2C communication between the BLE SoC

and accelerometer sensor involves BLE SoC central processing unit (CPU) intervention,

therefore the frequent read involving BLE SoC CPU intervention will result in increased

energy consumption. The proposed BlueEYE addresses this issue by utilizing the FIFO

buffer, which is able to store 32 samples within the sensor registers (i.e., 32 sample data)

and reduces the number of reading cycles from thirty two to one for each buffer containing

32 samples. The buffer status (i.e., whether the buffer is full or not) is indicated by the

watermark (WTM)/ overrun (OVRN) flag. The flags can be read in two ways:

� Checking the status of the WTM/OVRN flag continuously and reading the data

once the WTM/OVRN flag is high.

� Generating an interrupt on the GPIO pin of the BLE SoC on the WTM/OVRN flag

status and then reading the buffer data.

However, reading the flag status, either way, involves the BLE SoC CPU intervention

continuously and hence causes comparatively high energy consumption. The proposed

BlueEYE solved this problem using a timer (the timer doesn’t require BLE SoC CPU

intervention) whose timeout depends on the sampling rate, i.e., suppose the sampling

interval is 100 ms, and buffers stores 32 samples hence, a total time of 3200 ms can be

set as the timeout of the timer. Moreover, the experiments performed using the proposed

method have shown excellent results, i.e., the data is received without any problem almost

at negligible energy, as shown in Table 6.2. Also, the current waveforms for conventional

Table 6.2: Current consumption analysis for conventional sense & read and sense, FIFO
store & read.

Sense, FIFO store, and read

With OVRN/
WTM flag
status read

With interrupt
on OVRN/
WTM flag

Without OVRN/
WTM status and
interrupt read

2.88 mA 3.03 mA 23.78 µA

2.90 mA 3.09 mA 23.87 µA

2.85 mA 3.06 mA 23.65 µA

read, FIFO read with if/else/interrupt, and FIFO read with timer are shown in Figure 6.7.
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6.5.2 BLE Packet Transmission

6.5.2.1 Packet Success Probability Derivation

The packet from a sensor node is said to be successful only when the following conditions

are satisfied:

1. Condition 1 (C1) The packet from the reference sensor node must not collide with

the other sensor nodes in the network.

2. Condition 1 (C2) Both the channels used to transmit and receive data must be the

same, and the entire duration of the packet should lie within the scanning window

TSW of the BLE gateway.

The probability of collision when only two sensor nodes are advertising can be obtained

as 2TADV /TAP , now if there are N sensor nodes in total, then the packet from the

reference sensor node may collide with the packets from other N − 1 sensor nodes, then

the probability which satisfies Condition 1 (C1) can be given as:

PC1 =

(
1 − 2TADV

TAP

)N−1

(6.2)

where PC1 is the probability of no collision, TADV is the packet duration, TAP is the

advertising period, and N is the total number of sensor nodes in the network. Similarly,

the probability which satisfies the Condition 2 (C2) can be given as:

PC2 =

(
TSW − TADV

TSI

)
(6.3)

where PC2 is the probability of successful reception of uncollided packet on the

scanner/gateway side, TSW is the scan window, and TSI is the scan interval.

Now, the probability of successful packet reception can be obtained by multiplying PC1

and PC2,

PSUCC =

(
TSW − TADV

TSI

)(
1 − 2TADV

TAP

)N−1

(6.4)
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where PSUCC is the probability that the reference BLE device transmission is successfully

received at the BLE gateway.

6.5.2.2 Average Number of Packets

The BLE advertising does not have any feedback mechanism to ensure data reception at

the gateway. The transmission of a packet from a reference sensor node is either successful

or failure (Bernoulli trail). The probability of success in a repeated Bernoulli trial can be

given as:

P (x = k) = (1 − p)k−1p (6.5)

where, k represents number of trails needed to get first success and p=PSUCC . We

can derive the expression of the average number of trials needed to get the first success

(expected value of geometric distribution) below:

E(k) =

∞∑
k=1

k(1 − p)k−1p (6.6)

E(k) = p
∞∑
k=1

k(1 − p)k−1 (6.7)

E(k) = p[1 + 2(1 − p) + 3(1 − p)2 + 4(1 − p)3 + ...] (6.8)

(1 − p)E(k) = p[(1 − p) + 2(1 − p)2 + 3(1 − p)3+

4(1 − p)4 + ...]
(6.9)

Subtracting equation 6.9 from equation 6.8, we get,

E(k)[1 − (1 − p)] = p[(1 + (1 − p) + (1 − p)2+

(1 − p)3 + (1 − p)4 + ...]
(6.10)

E(k) = [(1 + (1 − p) + (1 − p)2 + (1 − p)3+

(1 − p)4 + ...]
(6.11)

Using the sum of infinite terms of geometric series identity, we get,

E(k) =
1

(1 − (1 − p))
(6.12)

E(k) =
1

p
(6.13)

where, p=PSUCC is the probability of success.
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Hence, the average number of trails (NAV G) needed to get first success can be given as:

NAV G =
1

PSUCC

=
1(

TSW − TADV

TSI

)(
1 − 2TADV

TAP

)N−1
(6.14)

Using this expression, one can easily determine the number of transmissions required for

successful data reception at the gateway for a reference sensor node in a network consisting

of N devices, transmitting packets of TADV duration with the TAP interval.

6.5.2.3 Analytical Results Showing the Impact of BLE Parameters on NAV G

and PSUCC

Figure 6.8a, shows the variation NAV G and PSUCC with TAP for different values of N

with TADV = 0.248ms and TSW = TSI = 10s. For a given value of N , PSUCC increases,

and NAV G decreases with the increase in TAP . This is because the higher values of TAP
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Figure 6.8: (a) Impact of the number of devices N , (b) impact of packet size TADV .

decrease collision, increase PSUCC , and hence decrease NAV G. It can also be observed

that the increase in N increases NAV G, especially at lower TAP . It is because the increase

in N increases the network size, resulting in more collisions, which decreases the PSUCC .

Similarly, the increase in BLE packet size (TADV ) causes more collisions, consequently

decreasing the PSUCC , hence increasing the average number of transmissions (NAV G) as

shown in Figure 6.8b with N = 100 and TSW = TSI = 10s. Likewise, Figure 6.9a shows

the impact of the scan window (TSW ) on NAV G for N = 100 and TADV = 0.248ms. It

can be seen that smaller scan windows cause less PSUCC hence, more NAV G. TSW ≥ TAP

is the best choice. Hence, TSW = 10s has more PSUCC , then TSW = 5s, 7s cases.

This analysis can be used by the service provider to select the BLE parameters to handle

data loss efficiently. Such a use case is shown in Figure 6.9b for given N = 100, TADV =

0.248ms and TSW = TSI = 10s. As per the quality of service (QoS) requirement, the

user does want to send more than two packets (since each transmission comes at the

cost of power) and needs PSUCC ≥ 0.9. An advertising period (TAP ) of greater than
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Figure 6.9: (a) Impact of scan window TSW , (b) steps to choose TAP .

0.5s can easily fulfill such a requirement. However, a higher interval causes less energy

consumption; hence, a period of 10 s can be chosen for such a use case. Hence, the above

analyses can be used to select the optimal TAP . In particular, one can use the close form

expression obtained in (6.14) to choose TAP for a required NAV G and PSUCC .

6.5.3 Statistical analyses

This section discusses the statistical parameter based thresholding approach adopted in

this chapter to decrease the total number of transmissions. In this approach, we calculate

the mean, median, maximum, sum, mode, and RMS values of the 3-axis accelerometer

data obtained from the sensor over a fixed period known as the window size. Typically, a

3-30s window size is recommended in the literature [132]. The calculated mean, median,

maximum, sum, mode, and RMS values over this window are transmitted directly to the

BLE gateway. In this way, we can reduce the total number of transmissions and can

increase battery life significantly. Apart from decreasing the total transmissions to a very

low value, this approach does not require additional classification algorithms running on

the gateway side, requiring additional time and resources on the gateway side.
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Figure 6.10: Cattles being monitored.

In this direction, we have chosen one cow randomly (marked as 4) from the farm as shown
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Figure 6.11: Calculation of statistical parameters from accelerometer readings for different
activities of cow.

in Figure 6.10, and analyzed four crucial activities [132] (an important indicator of cattle’s

health), which are shown in Figure 6.11. From Figure 6.11 it can be observed that the mean

and median values clearly distinguish between the different activities, such as standing,

moving, lying, and eating. Additionally, the maximum values show a distinct threshold

for moving and eating, while the sum, mode, and RMS values exhibit clear thresholds

for standing and eating activities. The activities obtained after thresholding show a good

correlation with the data annotated physically.

6.5.4 Battery Life Analysis

In this section, the current consumption of the proposed solution is analyzed and compared

with the existing solutions. The experimental setup is shown in Figure 6.12a.

Power profiler

Batteries

Device 

under test

(a)

Start

Sensing

events

1 342 5
6

1 342 5
6

Typical Adv

waveform

1 packet

adv

Sensing

events

Typical adv

waveforms

50 packet

adv

1 packet

adv

Mode A

Mode B

(b)

Figure 6.12: (a) Setup for BlueEYE’s current consumption evaluation, (b) BlueEYE
current waveforms for Mode A and Mode B.
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The expected battery life of a typical sensor node can be calculated as [140]:

NDays =
BC

IAverage
(6.15)

where NDays is the total number of days the sensor node can operate, and BC is the total

battery capacity in mAh.

The battery lifetime of a BLE sensor node depends upon various parameters such as

advertising interval, advertising protocol data unit (PDU) type, transmitted power,

payload size, sensing interval of sensors, battery capacity, etc. Moreover, different

parameters have been considered for battery life estimation in the literature. Consequently,

it is not fair to compare the estimated battery life. However, the worst case possible

parameters should be taken into consideration so as to estimate worst case battery life.

Please note that transmitted power of 0 dBm (least value), battery capacity of 4800 mAh,

and sensing interval of 100 ms (continuous sensing) are considered for BlueEYE battery

life estimation.

Mode A generates and transmits a total of 50 packets (raw data mode) in 20s, which are

converted to one packet in mode B (thresholding mode), which transmits one packet by

calculating mean, median, maximum, sum, mode, and RMS data over the 20s window.

The current consumption of the proposed system in mode A and mode B (raw data

transmission mode and thresholding mode) is shown in Figure 6.12b:

The battery life in mode A can be obtained as:

NModeA
Days =

BC

IBlueEY E
Average

=
4800 mAh

0.05293 mA

= 90685.811 hrs

≈ 10.3 years

(6.16)

Similarly, the battery life in mode B can be obtained as:

NModeB
Days =

BC

IBlueEY E
Average

=
4800 mAh

0.02521 mA

= 190400.63 hrs

≈ 21.7 years

(6.17)

As shown in Table 6.3, BLE based solutions possess longer battery life among LoRa, WiFi,

Zigbee, and GSM based solutions. Hence, we have compared the battery life with existing

BLE based solutions. However, they have used different battery life, hence it is not fair to

compare directly. Thus, we have considered days/mAh as a fair way for comparison. The

BLE based solutions proposed in [137] have 1.25 day/mAh and [64] 1.52 days/mAh. The
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Table 6.3: Comparison of the proposed solution with most prominent works.

Ref. Tech. Activity Size Cost Interval Battery Life

[66] LoRa
Standing, Lying

Walking, Feeding,
Large High

Window: 10s
ODR: 10Hz,

15 days
6600 mAh,

[138] WiFi
Eating

Standing, Lying down,
Large Moderate

Mentioned
Not

10 days
3400 mAh,

[141] Zigbee
stress level

Heart rate, Ambient temp,
Rumination, Body temp.,

Large High
Mentioned

Not
60 days

350 mAh,

[142] LoRa
Air pressure, Lying time

Gesture, No. of steps
Medium Moderate ODR:30Hz

3.9 years
7800 mAh,

[143] LoRa
Standing, lying period
Cow back inclination,

Medium Moderate
Window: 10s
ODR: 1Hz,

2.21 years
1000 mAh,

[137] BLE
Eating

Resting, Moving,
Small Low ODR:1Hz

288 days
230 mAh,

[64] BLE
Walking

Rumination, Feeding,
Medium Moderate

Window: 10s
ODR: 20Hz,

5 years
1200 mAh,

[65] GSM
Grazing, Walking

Rumination,
Standing, Lying,

Large High
Window: 60s
ODR: 1Hz,

11 hours
850 mAh,

Prop. BLE
Lying, Eating

Standing, Moving,
Temperature, Bat status,

Small Low
Window: 20s
ODR: 10Hz,

> 10 years
4800 mAh,

proposed solution in mode B, monitoring 4 activities, achieves 1.65 days/mAH. Hence,

the proposed solution achieves better battery life than existing solutions.

6.6 Conclusion

This chapter proposes a battery life enhancement strategy through aggregated data

transmission. The proposed methodology has been investigated on a livestock monitoring

application. In this regard, first, we have designed and developed an integrated sensing

and logging solution addressing general issues like size and cost. Thereafter, the proposed

strategy has been applied to enhance energy efficiency and achieve a longer battery life.

It involves (a) a thresholding method that reduces the total number of transmissions

and saves a significant amount of energy by only transmitting parametric data over raw

data, which is usually sensed and transmitted very frequently, (b) analytical expression

for selecting the number of copies required to overcome the packet loss and redundant

transmissions, thus saving significant energy. Specifically, transmitting aggregated data

over raw data enhances energy efficiency by more than 100%. As a result, the proposed

sensing node (BlueEYE) can operate continuously for 21 years on a 4800mAh battery,

thereby outperforming the state of the art solutions.
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Conclusion

This chapter concludes the dissertation by summarizing the key findings and the possible

future research directions. The key findings are summarized in Section 7.1, whereas, future

research directions are presented in Section 7.2.

7.1 Conclusion

IoT has gained significant popularity due to its applications in various domains including

industries, healthcare, farming, retail and logistics etc. These applications have different

QoS requirements for example, low latency, high energy efficiency, reliability, scalability,

security etc. However, most of the IoT applications requires minimal latency and higher

energy efficiency. For example, in smart industries low latency is critical to ensure real

time control, decision making and safety. Besides, the remote monitoring applications

where battery replacement is difficult requires higher energy efficiency and longer battery

life. Hence this dissertation focuses on managing and fulfilling these QoS requirements.

The key finding and their details are as follow:

Chapter 2 minimizes the latency for sensor nodes-gateway communication scenario

considering an industrial automation use case. At first, a performance model considering

heterogeneous scenario is developed to analyze latency. Using this mode analytical

expression for selecting optimal advertising interval are derived. Based on these analytical

expressions, algorithms are proposed that autonomously optimizes the network and

ensures minimal latency. In addition to the above, a energy consumption model that

helps in estimating the battery lifetime of the sensing nodes along with suitable parameter

selection is developed and discussed. Further this chapter presents the simulations to

verifies the proposed model and analysis.

Chapter 3 minimizes the delay for sensor nodes-gateway-user communication scenario.

At first, a performance model is developed to analyze delay for BLE sensor nodes and

delay experienced by user. Using this model analytical expressions are derived for

selecting optimal advertising interval. Based on these analytical expressions, algorithms

are proposed that autonomously optimizes the network and ensures minimal delay for the

data transmitted by BLE sensor nodes and the delay experienced by users. Additionally,

this work discusses developing a BLE based smart parking solution using the proposed

service architecture and also discusses the step wise procedure to achieve various QoS
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requirements. This analysis provides valuable insights for service providers aiming

to establish networks with such requirements. Lastly, this chapter also presents the

simulations that verifies the proposed model and analysis.

Chapter 4 proposes a battery life enhancement strategy through effective hardware

design and efficient utilization. It involves: (a) utilizing GPIOs to power sensors and

(b) optimizing controller clock configuration. Specifically, utilizing GPIOs significantly

enhances energy efficiency by cutting sleep mode currents of sensors to almost zero.

Chapter 5 proposes a battery life enhancement strategy through hardware

miniaturization. It involves, replacing expensive and energy intensive GPS with a

RSSI based real time localization algorithm which estimates real time locations without

incorporating additional positioning hardware, thus saving significant energy.

Chapter 6 proposes a battery life enhancement strategy through aggregated data

transmission. It involves: (a) thresholding method that reduces the total number of

transmissions and saves a significant amount of energy by only transmitting parametric

data over raw data, which is usually sensed and transmitted very frequently, (b)

analytical expression for selecting number of copies required to overcome the packet loss

and redundant transmissions, thus saving significant energy. Specifically, transmitting

aggregated data over raw data enhances energy efficiency almost by more than 100%.

7.2 Future Scope

The possible future research directions from each chapter of this dissertation are listed

below as:

� Chapter 2 proposed an analytical model to analyze the latency and simplified

expressions to chose transmission parameters that ensures minimal latency

considering sensor nodes-gateway communication scenario. However, such

application may also need to maximize the data rate. Hence, as a future work, a

similar performance model can be developed to analyze the data rate, and using this

model simplified analytical expressions can be derived for transmission parameter

selection that can ensure maximal data rate.

� Chapter 3 proposed an analytical model to analyze the delay and simplified

expressions to chose transmission parameters that ensures minimal delay considering

sensor nodes-gateway-user communication scenario. However, such application

may also need to maximize the throughput. Hence, as a future work, a similar

performance model can be developed to analyze the throughput, and using this

model simplified analytical expressions can be derived for transmission parameter

selection that can ensure maximal throughput.
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� Chapter 4 proposed battery life enhancement strategy through effective hardware

design and efficient utilization considering cold chain monitoring as an use case. The

proposed solution effectively stores crucial parameters through monitoring duration.

However, certain use cases may require immediate action if specific thresholds are

exceeded. Hence as a future work, the same strategy can be extended to develop an

enhanced cold chain monitoring solution capable of storing crucial parameters and

also giving real time updates.

� Chapter 5 proposed battery life enhancement strategy that replaces GPS with RSSI

based localization for real time location estimation. The proposed work achieves

accuracy up to few meters. However, there are various applications that require

more accurate real time locations, for example fish farming. Hence, as a future

work efforts can be made to improve accuracy up to cm level considering energy

constraints.

� Chapter 6 proposed battery life enhancement strategy through aggregated data

transmission for applications generating data very frequently, for example cattle

health monitoring. The proposed statistical evaluation is capable of identifying

limited activities. However, there are various applications that might need to monitor

and identify more activities, for example real time patient activity monitoring

in hospitals. Hence, as a future work efforts can be made to replace statistical

evaluation through neural network architecture which is capable of detecting large

number of activities in addition to actionable events that occur, hence, enabling

prolonged battery life while also minimizing energy consumption.
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