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Lay Summary

The adoption of machine learning (ML) based algorithms has increased over the past few
years. The main reason for the success of these machine-learning models is the growth of
computational resources and digital data. The increasing data enables the algorithms to
learn more generalized and complex models. Initially, the primary focus was devising ML
models with improved accuracy. However, the massive adoption of highly accurate models
did not go that effortlessly. There have been rising controversies about the decisions
from these ML models being discriminatory to certain humans involved. These decisions
can result in impartial treatment of a specific individual or group of individuals (based
on attributes such as gender, income level, race or education) and have catastrophic
effects. This has motivated researchers to systematically investigate and improvise the
ML models before deploying them for real-world applications. The present thesis looks
into developing fair machine-learning algorithms in an unsupervised setting when data has
missing labels. The thesis explicitly focuses on two unsupervised algorithms: clustering
and recommender systems. Firstly, clustering is a valuable machine-learning technique
that identifies patterns in data by grouping similar objects (data points) based on similar
characteristics. It finds applications in many fields, such as automated resume processing,
employee allocation, loan approvals, etc. This thesis proposes clustering algorithms that
help maintain fairness based on sensitive attributes (or protected groups) like gender,
age, race, and income level. We devise clustering techniques that maintain a minimum
threshold of data points from each protected group value (say male and female in gender) in
every cluster. We investigate the problem in different scenarios based on the availability of
data: Offline (full access), online (data arrives over time), and Federated (distributed data
access). The thesis provides theoretical bounds on the performance of proposed methods
and experimentally validates them on different synthetic and real-world datasets. In the
other direction, the thesis explores fairness in the recommender systems by addressing
biases arising in product recommendations. Typically, the recommended items fall into
the popular and non-popular items category. Among these, the popular items are the
ones that have been rated by many users and have existed in the systems for a long time.
On the other hand, non-popular items are newer or have been rated less frequently by
users. A common limitation in many of the existing recommendation models is that these
models may favor popular items over time as their rating data is more evident in the
dataset. This effect can amplify over time and create an unfair market where new and
less-rated products face challenges for survival even though users might be interested in
them. Motivated by fairness in clustering methods where we balance data points from
different group values, the thesis looks into ensuring a fair opportunity for both popular
and non-popular items. We propose a fair recommendation algorithm that mitigates
popularity bias and empirically validates its efficacy on various real-world datasets against

existing state-of-the-art methods.
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Abstract

With the advent of technology, the adoption of Artificial Intelligence (AI) and Machine
Learning (ML) based decision systems into daily human life has significantly increased.
Recent studies have exposed the prejudiced outlook (biasness) in the ML outcomes towards
individuals and groups of individuals characterized through protected attributes such as
race and gender. These decisions have a direct and long-lasting impact on the humans
involved. Fairness has gained considerable attention from the research community when
data labels are available for prediction modelling, i.e., supervised learning. However, in
real-life scenarios, data may lack labels and providing manual labels will require proper
incentivization or expertise. Consequently, researchers have started exploring fairness
issues in unsupervised learning, which forms the focus of this thesis. In particular, the
primary focus of this thesis is to address both theoretical underpinnings and practical
implications of fair algorithms for unsupervised learning in the context of clustering and

recommender systems. The contributions of the thesis include:

1. Group Fair Notions and Algorithms in Offline Clustering: The thesis
first theoretically establishes relationships between different existing discrete group
fairness notions and then proposes a generalized notion of group fairness for
multivalued group values. We propose two simple and efficient round-robin-based
algorithms for satisfying group fairness guarantees. We next prove that the proposed
algorithm achieves a two-approximate solution to optimal clustering and show that
the bounds are tight. The efficacy of the proposed algorithms is also shown via

extensive simulations.

2. Nash Social Welfare for Facility Location: To investigate the problem of
satisfying multiple fairness levels simultaneously, the thesis extends the fair clustering
problem to the facility location problem. The thesis proposes the first-of-its-kind
application of modelling Nash Social Welfare for facility location to target multiple
fairness while focusing on minimizing the distance between individuals. The
proposed polynomial time algorithm works for any h-dimensional metric space and
allows facilities to be opened at a specified set of locations rather than solely at the
individuals’ own locations, as in most previous literature. The proposed algorithm
provides a solution that satisfies group fairness constraints and achieves a good
approximation for individual fairness. The proposed method undergoes real-world
testing on the United States (US). census dataset, with road maps providing the

actual car road distances between individuals and facilities.

3. Group Fairness in Online Clustering: To tackle the challenge of handling group
fairness requirements in an online model, the thesis proposes a randomized algorithm
that prevents the over-representation of any protected group by applying capacity
constraints on the number of data points from each group that can be assigned to a

particular cluster. The proposed method achieves a constant-cost approximation to



optimal offline clustering and also handles the challenge of an apriori unknown total
number of data points using a doubling trick. Empirical results demonstrate the
proposed algorithms’ efficacy against baseline methods on synthetic and real-world

datasets.

4. Fairness in Federated Data Clustering: For addressing fairness in distributed
settings, the thesis analyzes federated data clustering to ensure privacy-preserving
clustering in a distributed environment. The proposed method results in cluster
centers with lower cost deviation across clients, leading to a fairer and more
personalized solution. The method is validated on different synthetic and real-world
datasets, with results demonstrating effective performance against state-of-the-art
methods.

5. Popularity Bias in Recommender System: While the first four contributions
focus more on clustering. This contribution primarily analyzes the fairness aspects
of recommender systems. The thesis proposes a novel metric that measures
popularity bias as the difference in the Mean Squared Error (MSE) on the popular
and non-popular items. Further, we propose a novel technique that solves the
optimization problem of reducing overall loss with a penalty on popularity bias.
It does not require any heavy pre-training and undergoes extensive experiments
on real-world datasets displaying outperforming performance on recommendation

accuracy, quality, and fairness.

Keywords: Fairness; Unsupervised Learning; Clustering; Group Fairness; Online
Algorithms; Federated Learning; Recommender Systems; Matrix Factorization; Popularity

Bias;
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Chapter 1

Introduction

“Whatever affects one directly, affects all indirectly” — Martin Luther King Jr.!

“The test of our progress is not whether we add more to the abundance of those who have
much; it is whether we provide enough for those who have too little.”
— Franklin D. Roosevelt (Former President of the United States)?.

“Artificial Intelligence is a tool. The choice about how it gets deployed is ours.”

— Oren Etzioni (Former CEO, Allen Institute for Artificial Intelligence)?.

1.1 Introduction

With the advent of technology, the adoption of Artificial Intelligence (AI) and Machine
Learning (ML) based decision systems into daily human life has significantly increased.
Today, we are surrounded by ML-based models in a variety of applications, including
loan and insurance approvals, college admissions, job hiring, government recidivism, etc.
Traditionally, the primary goal of ML algorithms in these systems has been to achieve the
highest possible accuracy and predictive performance. However, examining their outcomes
more closely becomes crucial when ML algorithms are applied in areas that impact society.
Recent studies have exposed the prejudiced outlook (biasness) in the ML outcomes [15, 16]
towards individuals and groups of individuals characterized through protected attributes
such as race and gender. These decisions have a direct and long-lasting impact on the
humans involved.

Figure 1.1 illustrates several anecdotes observed in recent years about the social effects
of ML applications. The most widely discussed controversy among these in ML literature
is the COMPAS controversy. COMPAS (Comprehensive Online Management Personnel
and Accounting System) is a criminal risk prediction (or scoring) system introduced in
United States (US) court trials. A report by ProPublica revealed that the system was
biased towards African Americans (Non-white) [7]. For example, a non-white American
committed a crime in her juvenile, and after bail, the person did not commit any criminal
offences. However, the system marked him/her as more risky compared to a white who
re-committed serious crimes after serving his/her punishment and being released on bail.

Similarly, credit cards powered by Apple and Goldman Sachs were biased towards the

"https://www.africa.upenn.edu/Articles_Gen /Letter_Birmingham.html
Zhttps://www.loc.gov/item /today-in-history /january-20/
3https://www.techtarget.com/searchnetworking /feature/ Whats-the-status-of-Al-in-networking
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presence of females in their bank account holdings. Individual female account holders
(or joint account holders with females) were assigned lower credit scores than solely
male individuals (or joint accounts within male members), even when all shared the
same features regarding savings and expenditure [3]. Also, recently, it became evident
in dynamic cab pricing platforms such as Uber and Lyft that these services charged
higher bucks if the customer’s drop-off or pick-up location was in a region dominated
by a non-white community [5]. Note that bias is not limited to racial boundaries but
includes features such as education level and age [6] etc. Additionally, studies have reported
biased decision-making in the termination of drivers registered with Uber and Lyft, with
a disproportionate number of those dismissed belonging to marginalized groups.

In all the above instances, unfair behaviour revolved around the presence of certain
sensitive (or protected) groups such as gender, race, etc. However, controversies are
observed at individual levels as well. For instance, two customers within a close regional
density were offered different pricing for the same drop-offs even when they confirmed their
booking almost simultaneously [4]. Other evidence-reporting unjust decisions include face
recognition [2] and targeted advertisement systems [1]. These were prejudiced towards
certain demographic groups or brands respectively. Thus, designing fair and accurate ML
models is central to improving the models’ trustworthiness [17].

Fairness has gained considerable attention from the research community when data labels
are available for prediction modelling, i.e., supervised learning [18, 19, 20]. However, in
real-life scenarios, data may lack labels and providing manual labels will require proper
incentivization or expertise [21]. Consequently, this thesis focuses on exploring fairness
issues in unsupervised learning. In particular, we look into clustering and recommender
systems. Among these, clustering deals with dividing the data points into groups (called
clusters). The clusters are so formed that data points within the same cluster are more
similar than the others. Alternatively, recommender systems are ML models that suggest
individuals (or users) with a set of items (or products) they might prefer based on their
history or preferences. We now present four motivating examples to help understand the
importance of fairness in unsupervised learning, particularly clustering and recommender

systems.

1.1.1 Motivating Examples: Need for Fairness in Unsupervised

Learning

# Employee Allocation- Consider an employee-friendly company looking to open
branches at multiple locations across the country and distribute its employees in
these branches. The company has employees with diverse backgrounds based on
race, gender, etc., and does not prefer any group of employees over other groups
based on these attributes. Where should a company open branches, and how should
employees be allocated to minimize travel distance? This problem can be naturally
solved as a clustering problem (Figure 1.2). However, several more open questions

need investigation: Where should a company set up branches that maintain diversity
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in terms of a minimum fraction of employees from each group (say race)? What
changes will be in clustering assignments or additional distance that employees must
travel to help the organization achieve these diversity constraints? Will fairness
increase the existing hardness of the clustering problem? How will the company
handle the continuous influx of new employees without significantly impacting the
assignments of previous employees? Can organizations analyze data spread (or
distributed) across different sites (or databases) while preserving privacy yet still
resulting in highly accurate and reliable clusters? Will maintaining diversity hamper

individual expectations?

Figure 1.2: Figure shows the use of fair clustering for achieving male-to-female diversity
ratio of say 2 : 1 in every office.

# Wholesale Distribution Network Consider the dynamic landscape of wholesale

A
7N

distribution networks. In such a scenario, retailers employ salespersons who navigate
cities to promote products, offer discounts, and build relationships with individuals
(or consumers) [22]. To enhance consumer retention in wholesale distribution
networks, it becomes imperative to provide specialized salespersons for marketing.
Clustering offers a promising solution to achieve such an efficient market coverage by
forming clusters of consumers (shopkeepers and direct customers) based on various
features such as product consumption, order volume, and location [22]. The resulting
clusters group similar consumers together for personalized marketing (see Figure
1.3). However, as each cluster provides certain marketing discounts and offers,
it becomes crucial to avoid customers feeling biased. Thus, no cluster should be
over-represented by customers from a particular group value (say based on income)
while handling the continuous influx of customers. Also, one should note that this
needs to be achieved while maintaining a healthy work-life balance for salespersons

to maintain quality service.

Bank Loan Approvals Consider a scenario where a bank needs to analyze multiple
loan applications based on features such as income, loan purpose, credit score,
age, number of dependents, etc. [23, 24, 25]. In such cases, clustering can be a
useful method to assist bank managers in analyzing thousands of applications. By
clustering similar individuals (data points), managers can thoroughly check a few
representative applications (cluster centers) from each cluster and apply the same
decision to all cluster members (see Figure 1.4). Now, the set of questions that arise

are as follows - Can banks maintain a minimum fraction of each group in every cluster
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Figure 1.3: Fair clustering in the wholesale distribution network for personalized
marketing.

to ensure a fair approval process? How can banks adapt to handle the continuous
influx of applications? Can multiple banks come up to develop a single model to

differentiate legitimate applications from fraudulent ones [26]?

, , T 3
N [ i S/
. p @"' ’7““\“‘“ NN
iy
b ‘

Figure 1.4: Example illustrating application of clustering for speeding up loan approval
process in banks.

# Recommendation Systems on online platforms, such as movie streaming services,
search engine advertisements, and e-commerce websites have reported facing fairness
issues [8, 27, 28]. For example, in product recommendation, a set of few items
are frequently rated by users (aka. popular items), while a long tail distribution
of items (called non-popular items) are either new or less-rated by users. Now,
consider the recommender system model that recommends popular items to most
users, even if they are less preferred, while new or non-popular items starve for
desired visibility. Such a practice can create exclusive market positions for certain
items, posing challenges for firms and stifling innovation in product development.
For instance, recently, Google’s targeted advertisements (Google Ads) were found to

favor popular brands [1, 29].

To summarize, the primary focus of this thesis will be to provide a formal and
comprehensive answer to these questions, addressing both theoretical underpinnings and
practical implications of fair algorithms for unsupervised learning in the context of
clustering and recommender systems. We now briefly discuss both techniques to better

understand and position the thesis in upcoming sections.
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1.2 Clustering

Clustering deals with partitioning a set of data points into groups (called clusters),
with each cluster being represented by a cluster center. The goal of any centroid-based
clustering algorithm is to minimize intra-cluster similarity (or maximize inter-cluster?
dissimilarity) between data points and center®. Since labels are absent for similarity
comparison in unsupervised learning, the choice of similarity metric becomes crucial. The
most commonly used similarity metric are distance metrics such as Euclidean (2-norm),
Manhattan (1-norm) distance, etc [30]. The choice of different distance metrics results in
calling clustering methods as k-means for 2-norm, k-median for 1-norm and k-center for
infinity norm®. Also, the sum of distances between data points and corresponding cluster
centers is called clustering objective cost [31].

Note that in traditional clustering methods, a data point belongs to a single cluster
deterministically, i.e., non-fuzzy (hard assignments) and is the focus of this thesis.
Since clustering involves assigning data points to a different cluster, the number of
such possibilities increases exponentially as the number of data points and centers
increases. Thus, the clustering problem is proved to be NP-hard [32, 33, 34, 35]. Despite
NP-hardness, many heuristics and approximation algorithms exist and are widely used
in real-world applications [30]. The best-known approximation factors for k-means [32],
k-median [33] and k-center [35] are 2, (1 4+ v/3 + €) and 2 respectively for small constant
€ > 0. Next, we now categorize clustering algorithms based on accessibility to data points

and applications.

1.2.1 Categorization based on Data Accessibility and Application

1. Offline Clustering— In offline clustering, all the data points are known in advance
and are available in memory. This model provides the most flexibility in terms of
data availability. However, the scalability of these offline solutions is constrained by

the size of the main memory [30, 31].

2. Streaming Clustering— In contrast, when the number of data points exceeds the
size of the main memory, streaming environments divide the data into chunks. The
size of chunks is chosen so that they can easily fit into the main memory. A complete
iteration over all the chunks is said to be one read (or pass). Each read involves
processing the chunk and storing small information out of it for later use. The
clustering results are obtained at the end of one or more full reads. Thus, the efficacy
of these methods depends on the number of passes that need to be performed over
the complete data [36, 37].

3. Online Clustering— A more stringent variation of offline and streaming setting

is online clustering, where an endless stream of data points arrives over time.

4intra-cluster refers to within cluster and inter-cluster refers to between different clusters.
5The terms cluster centers and centers are often used interchangeably for simplicity and ease of reading.
5Tt is measured as the maximum absolute difference between corresponding components of two vectors.
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Due to limited memory, the algorithm must make an irrevocable decision about
incorporating an incoming data point into existing clusters or opening it as a new
center. Once a data point becomes a center, it remains so forever. Similarly, any
data point previously seen cannot be chosen as the center when a new data point
arrives. An important aspect to note in online clustering pertains to the absence of
information regarding the ordering of the arrival of points in the stream. As a result,
the algorithm ends up opening more number of centers than the desired target to

maintain good approximation guarantees on objective cost [38, 39].

4. Federated Data Clustering— In this setting, the data points are spread across
different clients. The goal is to find a set of global centers that best partition each
client’s local data points. As federated is a privacy-preserving distributed setup,
therefore it is forbidden to share the original data points between the client and
server. The algorithms can only share limited information, such as best centers on
local data or synthetic data [40, 41]. It is important to note that the primary
challenge in this setting is that clients may not contain data from all the true

unknown (say, k) clusters.

1.2.2 Fairness Levels in Clustering

The fairness in clustering is under investigation from different perspectives depending upon
the real-world application requirements. We refer to these perspectives as different levels

of fairness and now discuss some of the widely studied levels in fair clustering literature.

1. Group Fairness— The prevalence of anthropological factors such as discrimination
based on gender, race, and ethnicity in the data has resulted in a plethora of
techniques to achieve group fairness. Group fairness demands that different groups
should be treated in an unbiased manner. For instance, discrimination, such as
shortlisting fewer qualified females for high-paying jobs, is unfair to the female group.
In the clustering context, group fairness techniques focus on achieving approximately
equal (or user-desired) representation for all protected group values (say male and
female for gender) in every cluster [42, 43, 44, 45, 46]. To mathematically model
group fairness into clustering, different group fairness notions (or metrics) have come
up in the past literature. The main purpose of these notions is to capture the user’s

desired requirements of fairness level.

2. Individual Fairness— Group fairness does not ensure fair treatment for a particular
individual. The trait of human envy might still make an individual discontented.
For example, an employee might feel discriminated against or left out if similar
employees receive a favorable appraisal. There are algorithms in the literature that
guarantee individual fairness by focusing on the principle that similar individuals in

the context of a particular task should receive similar outcomes [15].

3. Social Fairness— deals with the biasness arising when outcomes from an algorithm
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!\ Individually
/| Fair Clustering

\‘\‘ Group Fair
% |Clustering

Figure 1.5: Figure shows conflicting nature of group and individual fairness. Here C1, Cy
are individual fair centers separated by large distance D, and C7, CY are group fair centers.

can be highly unfavourable for some protected (or sensitive) values. For example,
say, employees belonging to the racial group value (say Asian-Pacific) have to travel
an average more distance compared to other racial group values. It is important to
note that group fairness ensures a minimum fraction of assignments in each cluster
from every protected group value. That is, fairness constraints are applied at the
cluster level by imposing constraints on the proportions of groups in each cluster.
On the contrary, social fairness tries to provide a more equitable overall average cost

for different protected group values irrespective of cluster assignments [47, 48].

4. Diverse-Center Selection Fairness— In many real-world applications, such as
data or news summarization, the input for downstream tasks consists of data points
chosen as cluster centers. For example, instead of displaying all matching images
in an image database, it is beneficial to show only the summary (centers) obtained
by clustering for a given query. Recent evidence shows that such summarization
can sometimes be quite unfair to certain protected group values. For instance, it is
observed that Google Image search for CEOs resulted in a higher proportion of male
than female images (cluster centers). However, in the real world, females comprise
around 30% of CEOs worldwide [49, 50]. Therefore, maintaining diversity at the
center level becomes crucial in such applications. To this, diverse center selection
ensures that the clustering output maintains a lower and upper bound on the number

of centers to be chosen from every protected group value [51, 52, 53].

5. Additional Fairness Levels — Recent efforts have proposed fairness from
alternative perspectives, but the available literature is still in its infancy. These
include proportional [54, 55, 56, 57, 57, 54] or core fairness [58], which allows a
subset of data points bearing minimum size constraint to choose a better center (if
it exists) to lower the cost. Similarly, representative fairness ensures centers are
closer to data points [59, 60, 61, 62], and pairwise fairness ensures the probability
of a pair of data points belonging to different clusters varies based on the distance
between them [63].
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1.2.3 Balancing Multiple Fairness Levels

Many real-world applications demand the need to satisfy multiple levels of fairness
simultaneously. However, it is not always necessary that different levels of fairness will go
hand in hand. They might become contradictory to each other, i.e., satisfying one level of
fairness might degrade the efficacy of the other. Recent attempts have been made in this

direction [64, 65] and observations are discussed below:

e Group and Individual Fairness— The two fairness levels arose independently
in fair clustering literature. However, in real-world applications such as direct
marketing, the corporate house’s diversity policy necessitates group fairness.
Simultaneously, customers might feel discontented if people in their similarity set
belong to a different cluster than their own (hence offering different benefits). Thus,
there is a need to study the relationship between the two levels. Recent attempts
[64, 65] explore this direction and propose instances that show the conflicting nature
of both the fairness levels, i.e., satisfying one might adversely affect the other.
To understand this, consider a dataset with data points split across two far-apart
clusters, each containing points from one protected group (as illustrated in Figure
1.5). Group fair clustering will try to place the cluster centers in between the two
clusters. On the contrary, the original cluster centers will also serve as optimal
individual fair centers when the individual fairness notions depend on density-based
similarity. Thus, showing both levels of fairness as conflicting problems. The thesis
explores this direction and provides evidence that both fairness levels are not strictly
conflicting on real-world datasets. Further, algorithms exist (proposed contribution)
that satisfy strict group fairness while still inducing a certain level of individual

fairness in the clusters.

e Group and Diverse-Center Selection Fairness— Recent attempt by Dickerson
et al. [51] theoretically shows that imposing group fairness on a solution satisfying
diverse-center selection can result in a bounded increase in clustering cost. It
is also subject to the condition that an additive violation of two is allowed in
group fairness constraints. On the other hand, the reverse may not be true, as
enforcing diverse-center selection on a solution obeying group fairness may lead to
an unbounded increase in objective cost for instances with more than two cluster

centers.

o Individual (or Social) Fairness with Group Fairness (or Diverse-Center
Selection)— Dickerson et al. [51] also shows that there exist instances under certain
conditions such that individual (or social) fairness are incompatible with group
fairness. Similarly, the authors show that each individual and social fairness are

incompatible with diverse-center selection.
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1.3 Recommender Systems

With the advent of technology, online services such as movie and music streaming platforms
or e-commerce websites have increased. These services offer individuals with an abundance
of options (or products) to choose from. Also, individuals now have the possibility to add
their feedback and ratings about the products (or services) they buy (or use). Therefore,
this creates a choice overload problem for the individuals who want to select the best
products that are suited to their needs. To address this challenge, Recommender Systems
has offered a promising solution over the past decade. Primarily, recommender systems
are machine learning models that suggest individuals (users) with a set of items (products)
based on their past history and behaviour. The performance of any recommender systems
model is evaluated on the basis of its accuracy regarding the products it recommends to
users [66, 67]. One of the most crucial aspects to improve the accuracy of recommender
systems is feedback, which is captured broadly in two forms: implicit feedback and explicit
feedback. The implicit feedback includes click-stream data, purchase history, or time spent
on an item. However, implicit feedback may not always clearly indicate user preferences.
Users may click on items for various reasons, such as curiosity or price comparison, without
being interested. On the other hand, explicit feedback is a more reliable [68] and accurate
estimate of the user’s interest [69]. It captures the absolute preferences in the form of
a rating on a defined scale, such as one to five”. The past literature in recommender
systems has investigated both feedback ratings [70, 71, 8, 27]. However, recent studies have
reported that the training data capturing user-item feedback, if not captured properly, can
become a potential source of biases in the recommender systems model. The main reason
behind this is that the training data often consists of an uneven distribution for users and
items. In other words, there exists only a small subset of users (known as popular users)
who provide feedback for most of the items (see Figure 1.6, Right Side). Similarly, there
exists a subset of items (called popular items) that receive the majority of ratings, and the
long tail distribution of items (called non-popular items) are either new or less rated by
users (see Figure 1.6 (Left Side)). The presence of such a long-tail distribution can result
in popularity bias as the recommender systems model can learn to focus on these highly
rated items and users. We will now discuss the aspects of popularity bias from both the

item and user sides.

1.3.1 Fairness in Recommender Systems

Recommender systems suffer from many biases, such as conformity bias, inductive bias,
etc. [72], but for this thesis, we will focus on popularity bias. We now look into the
different categorizations of fairness in recommender systems in the context of popularity

bias.

"The scale of one to five (or ten) is most common in many real-world use cases, but designers are free
to choose any scale. Further, it depends upon the implementation whether the scale value of one is the
lowest or highest rating. But the common notion considers one as the lower rating.
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Figure 1.6: (Left): Long tail distribution in ratings for different items arranged in
descending order of frequency on famous MovieLens and Yahoo datasets. (Right): Long
tail distribution in the number of users who rate different items on famous MovieLens and
Yahoo datasets [8]. (Best viewed in color).

1.3.2 Categorization of Fairness in Recommender Systems

In order to understand the fairness aspects in the paradigm of popularity bias, let
us consider an investigating example on the real-world MovieLens and Yahoo dataset.
MovieLens is a movie rating dataset with 1 million (100K) ratings given to 3706 movies
by 6040 users, and Yahoo is a music rating data repository with 365,000 ratings for 1000
songs rated by 15,400 users.

1. Item-side Fairness— Recent studies have observed an imbalance in the efficacy of
recommender systems on different items. For instance, consider the following toy
experiment — If we group items based on the number of ratings they have received
from different users and consider top 20% items as popular items and all others as
non-popular items. Then, it is evident from the results reported in Figure 1.7 on
famous recommender systems algorithms such as Matrix Factorization (MF) that
mean square training loss is more for non-popular items than popular items. The
reason is that popular items appear more frequently in training data and receive
more exposure in objective functions. Such a bias is known as popularity bias on

the item side and is the focus of the current thesis [8, 27].

2. User-side Fairness — On parallel lines, studies report an imbalance in performance
for popular and non-popular users. This can also be validated by our study of the
mean square loss of popular users versus non-popular users on the MovieLens® and
Yahoo ? dataset (Figure 1.7). We consider the first 20% users in the rating frequency
plot (Figure 1.6) as popular users and execute results for the MF algorithm. The
line of research mitigating popularity bias from this perspective falls into user-side
fairness literature [28, 73, 74, 75].

3. Item and User-side Fairness — A few recent works attempt to simultaneously
handle popularity bias from both item-side and user-side perspectives. One can look

into the works by Liu et al. [76], Elahi et al. [77] and references therein for details.

8https://grouplens.org/datasets/movielens
“https:/ /webscope.sandbox.yahoo.com
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Figure 1.7: Plots show loss values in the Matrix Factorization method [9] for explicit
recommendation when trained on Movielens and Yahoo dataset for (Left): Different Item
types, namely popular and non-popular. (Right): Different types of users, namely popular
users and non-popular users. (Best viewed in color).

1.4 Research Objectives

Building on the previous discussion, we now outline the research objectives (Obj.) that

will form the focus of this thesis.

[Obj 1.] (a) Study the relationship between existing group fairness notions. Develop a
generalized group fairness notion for multi-valued protected groups (say race) and
handle the user-desired level of group fairness. (b) Devising polynomial time
algorithm for k-means, k-median, and k-center clustering. (c) Theoretically bound

the objective cost approximation factor of proposed algorithms.

[Obj 2.] Study the practical implications of handling multiple levels of fairness. Devise
an algorithm for simultaneously achieving good approximation to both group and

individual fairness.

[Obj 3.] Develop an algorithm for online clustering under group fairness constraints. Provide
the bounds on the cost approximation factor and the number of centers that need

to be opened.

[Obj 4.] Addressing fairness issues in privacy-preserving distributed fair clustering setting,
i.e., federated clustering. Developing a global clustering strategy that is fair across
all clients irrespective of distance metric (1-norm, 2-norm or infinity norm). Analyze

the effect of the division of data points across clients on the algorithm’s performance.

[Obj 5.] Investigate fairness aspects, similar to group fairness relevant in recommender
systems. Proposing a fair algorithm that outperforms existing state-of-the-art (SOTA)

performance on real-world datasets.

1.5 Positioning and Contribution of Thesis

The thesis deals with fair algorithms for unsupervised clustering and recommender
systems. Figure 1.8 and 1.9 categorize fairness on different levels as discussed in Section

1.2.2 and 1.3.2 for clustering and recommender systems, respectively. It further brings out
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the positioning of our work with respect to the existing literature. The figure indicates

that there are many open areas for future exploration as well. In particular, the following

are the contributions (Contri.) of this thesis.

[Contri 1.]

[Contri 2.]

[Contri 3.]

[Contri 4.]

(Chapter 3) The thesis establishes the theoretical relationship between different
existing group and individual fairness notions. Further, a generalized notion of
group fairness for multi-valued group values called 7T-ratio fairness is proposed.
The relationship undergoes empirical validation as well as benchmarking real-world
datasets. Further, two simple and efficient round-robin-based algorithms for
satisfying 7-ratio fairness are proposed, namely FRAC and FRACpg. The
algorithms allow a user-specific level of group fairness and incur only an additional
time complexity of O(knlogn), best in current literature. Here, n is the total number
of data points that need to be partitioned into k clusters. The experimental efficacy
of both methods is validated on four real-world datasets for k-means and k-median.

Also, the thesis reports theoretical guarantees for FRACog.

(Chapter 4) The thesis studies the problem of simultaneously satisfying multiple
levels of fairness. The thesis proposes the first-of-its-kind application of modelling
Nash social welfare instead of considering standard utilitarian or egalitarian
approaches to target multiple fairness. We propose an efficient and scalable
algorithm called FATRLOC that minimizes the product of distances of data points to
assigned centers while obeying group fairness constraints. We theoretically provide
approximation bounds on cost with respect to optimal fair allocation and show that
FATRLOC achieves a quadratic approximation in the product-based objective function.
The thesis conducts near real-world testing of FAIRLOC on United States census
datasets. The results showcase that FAIRLOC provides a solution with significantly
lower costs and better group and individual fairness metrics than state-of-the-art

methods.

(Chapter 5) To tackle the challenge of handling group fairness requirements in
an online model, the thesis proposes a randomized algorithm that prevents the
over-representation of any protected group. This is ensured by applying capacity
constraints on the number of data points from each group that can be assigned to
a particular cluster. The proposed methods achieve a constant-cost approximation
to optimal offline clustering and handle the challenge of an apriori unknown total
number of data points using a doubling trick. Empirical results demonstrate our

method’s efficacy against SOTA methods on various synthetic and real-world datasets.

(Chapter 6) For addressing fairness in distributed settings, this thesis analyzes
federated data clustering to ensure privacy-preserving clustering in a distributed
environment. We first propose a federated data clustering method called MFC. The
method achieves data distribution independence and has a theoretical bound on

the quality of centers obtained. We further extend it to propose p-FClusresults in
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cluster centers with lower cost deviation across clients, leading to a fairer and more
personalized solution. The method is the first attempt to provide personalization
in federated data clustering. Furthermore, p-FClus achieves a lower clustering
objective cost in a single communication round between the server and clients,
regardless of the nature of data distribution (or division) among clients. The method
is validated on different synthetic and real-world datasets, with results demonstrating

effective performance against SOTA methods.

[Contri 5.] (Chapter 7) While the first four contributions focus more on clustering. This
contribution primarily analyzes the fairness aspects of recommender systems. The
thesis proposes a novel metric, POPULARITY PARITY, that measures popularity
bias as the difference in the Mean Squared Error (MSE) on the popular and
non-popular items. Further, EQBAL-RSis proposed, a novel technique that
solves the optimization problem of reducing overall loss with a penalty on
popularity bias. It does not require any heavy pre-training and undergoes
extensive experiments on real-world datasets displaying outperforming performance
on recommendation accuracy, quality, and fairness. The method works exceptionally
well on POPULARITY PARITY while having comparable performance on prior existing

metrics and does not compromise on the diversity of items.

1.6 Organization of Thesis

The thesis consists of eight chapters, each addressing different aspects of fairness in
unsupervised learning. Chapter 1 serves as an introduction, where we present the problem
of fairness in unsupervised clustering and recommender systems. We explore different
real-world examples that necessitate the need for fair algorithms. We then formally define
different existing formulations for handling biases and explore different setups considered
in the thesis. This helps analyze the challenges and identify the research problems that
form the core focus of this thesis. We then briefly discuss the proposed solutions to
the identified research problems, representing our contributions to the field. In Chapter
2, we first comprehensively outline the existing notions of group and individual fairness
and categorize the current algorithms. The chapter further discusses the advantages and
disadvantages of existing algorithms in terms of theoretical guarantees, time complexity,
and reproducibility. Following this broad discussion, we zoom in on the key focus of our
thesis, which is fair algorithms for clustering and recommender systems. The next five
chapters (Chapters 3, 4, 5, 6, and 7) address our research problems and present their
corresponding solutions. Chapter 8 concludes the thesis by exploring new directions and
open challenges in fair clustering and recommender systems. By identifying areas needing
further investigation and development, we aim to contribute to ongoing progress in the

domain and inspire future researchers to expand upon our work.
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Figure 1.9: A taxonomy of contributions in recommender systems.




Chapter 2

Background

2.1 Clustering

Let X C R? be a finite set of data points that need to be partitioned into k clusters. Each
data point z; € X is a feature vector described using h real-valued features. A k-clustering’

C = (C, ¢) produces a partition of X into k subsets indexed by [k] = {1,2,...,k}. The

k
j:17

clustering (C) is characterized by a set of centers C' = {¢;} an assignment function
¢ : X — C that maps each data point to the corresponding cluster center forming clusters
{C1,Cs, ..., Cy} respectively. Furthermore, let d : X x X — R™ U {0} denote a distance
function obeying triangular inequality that measures the dissimilarity between features.
Let I(-) denote the indicator function, which takes a value of one if the condition inside
the function is obeyed; otherwise, results in zero. A vanilla (an unconstrained) clustering

algorithm determines the cluster centers to minimize the following objective cost:

[ Definition 2.1 (Objective Cost) ]

Given p, the clustering objective cost with respect to the metric space (X,d) is
defined as:

B =

Ly(X, ) = | D_ dlwi, d(:))P (2.1)

z,EX

Different values of p result in objective cost for different clustering methods i.e., p =1 for
k-median, p = 2 for k-means, and p = oo (infinity) for k-center problem. Our aim in this
thesis is to develop an algorithm that minimizes the objective cost irrespective of p value
while ensuring fairness. Note that in standard vanilla k-means and k-median, objective
cost involves a sum of distances of data points to the corresponding center with the value
of p, as one or two respectively. However, when p takes an infinite value (i.e., k-center
problem), the algorithm minimizes the maximum distance of any data point to its center.
We now mathematically formulate our optimization problem at hand for, say, k-means

objective with z; ; as binary variable 2 deciding whether z; € X gets assigned to cluster

Some parts of this chapter are accepted as a book chapter in Springer’s Ethics in Artificial Intelligence:
Bias, Fairness and Beyond book [43].
!Throughout the thesis, for simplicity, we call a k-clustering as simply a clustering.
2Tt can also be considered as a variable with the range as real values between 0 and 1 (both inclusive).
However, it will then require rounding techniques for computing hard assignments.
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center given by assignment function ¢ and y; as a variable indicating if ¢; is opened up as

cluster center where j € [k]. Therefore, our problem is as follows:

1/p
mi{} Z (d(zi, d(x:)))? - 215 (2.2)
Fuiti \ e x
such that

Z Zij = 1 Vx; € X (2.3)
JE(k]

zij <y; Vi€ [k],Vrie X (2.4)
Yoyi=k (2.5)
JElk]

In the above optimization problem, Equation 2.2 corresponds to the objective of
minimizing objective cost (Definition 2.1). The constraint in Equation 2.3 ensures
that each data point is assigned to exactly one cluster center (as Z;; is binary). The
constraint provided in Equation 2.5 and 2.4 ensures that exactly k centers are opened.
The above optimization is proved to be NP-hard [32, 33, 35, 85]. Despite NP-hardness,
many heuristics and approximation algorithms exist and are widely used in real-world
applications [30]. Let the cost approximation factor for such vanilla clustering algorithms
be denoted by . Then the best-known approximation factor (8) values for k-means
[86], k-median [33] and k-center [35] objectives are 2, (1 + /3 + ¢) and 2 respectively
for small constant € > 0. The above-discussed optimization problem (and referenced
approximation or heuristic methods) does not inherently consider any fairness constraints.
To formulate such fairness constraints mathematically, we now define different notions of

fairness proposed in the past literature.

2.1.1 Fairness in Offline Clustering

We primarily focus on group and individual fairness levels as part of this thesis. Recent
works have developed mathematical formulations (known as fairness notions) for handling

group and individual fairness in clustering, which are discussed below.

Group Fairness and Notions

The prevalence of anthropological factors such as discrimination based on gender, race,
and ethnicity in the data has resulted in a study of group level fairness. Group fairness
demands that different protected group values (say male and female for protected group
gender) should be treated in an unbiased manner. It is important to note that the protected
groups are not restricted to social aspects such as gender but extend beyond to factors such
as income levels, education levels, and languages spoken. Moreover, some groups, such
as race, can take more than two distinct values (e.g., American, African, Asian), forming

multi-valued protected groups. Throughout this thesis, let us consider that each data
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point, z; € X is associated with a single protected group p(x;) (say ethnicity from a pool
of other available protected groups) that takes values from the set of m values denoted
by [m]. The number of distinct protected attribute values is finite and much smaller
than the size of the dataset® (X). Note that the protected group usually corresponds
to disadvantaged groups and is known apriori to the algorithms as an additional input.
Also, let us denote X, and ny as set and number of data points, respectively, having
protected group value ¢ € [m] in X. Most current literature focuses on achieving group
fairness against a single protected group, aka non-overlapping group identities. However,
in practice, the group identities often overlap. For example, a person can belong to two
protected groups: race as black and gender as female. Overlapping identities are the focus
of a few recent developments [12, 13] (discussed in detail later in this chapter). The thesis
will focus on non-overlapping identities.

We first define the notion of group fairness called Balance was proposed for binary protected
groups by Chierichetti et al. [42] and extended to the multi-valued groups by Bera et al.
[12] and Ziko et al. [10]. The balanced fairness notion is defined as follows.

[ Definition 2.2 (7-Balance) ]

For a binary valued protected group taking values from set {{1,¢2}, a clustering C

is said to be 7-BALANCE [42] with

. . Zziecj I(p(xs) = 41) inecj I(p(z:i) = £2)
T = mln min

Cjec Yoo, Wp(@i) = 62)’ Tpec, Wp(mi) = £1) (2.6)

Balance is computed by finding the minimum possible ratio of protected (say, male) and
non-protected group (say, female) over all clusters. Any fair clustering algorithm using
Balance as a measure of fairness would produce clusters that maximize the 7 value. It is
easy to see that the maximum value of 7 in T-BALANCE is equal to the dataset ratio, i.e.,
the setting when each cluster receives data points in the same fraction as that present in
the dataset. This is supported by the fact that if one tries to improve the balance of a
cluster beyond this limit, then it will lead to the degradation of the balance of some other
clusters, resulting in a decrease in the overall balance of the clustering. It is important
to note that Balance notion does not allow the user to provide a trade-off between the
clustering objective and fairness. Further, the clusters maximizing the Balance are not
unique. Let us take an example to understand the notion with the binary-protected group
taking two values, red and blue. A clustering algorithm divides the data points into two
clusters with 12 red and 3 blue data points in one cluster; and 3 red and 3 blue in another
cluster. Such a clustering is said to obey 0.25-Balance i.e. min (min(lg—?, 2, min(3, %))
The dataset ratio, however, is 1% = 0.4, and as can be seen, red data points significantly
dominate blue data points in the first cluster. A more balanced clustering would be with

7 red, 3 blue data points in the first cluster and 8 red, 3 blue data points in the other

30therwise, the problem is uninteresting as the balanced clustering may not be feasible.
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cluster.

However, T-BALANCE is restricted to binary protected groups. More generic fairness
notions, i.e., Restricted dominance (7-RD) and Minority protection (7-MP), avoid
dominance and preserve the minimal representation of a single group, respectively are
defined below:

| Definition 2.3 (7-RD) |
A clustering C is said to obey restricted dominance with respect to 7 (i.e. 7-RD
[12]) if for all £ € [m],C; € C,

> Ip(x:) =€) < 7| Cyl. (2.7)

z;,€C;

| Definition 2.4 (7-MP) |
A clustering C is said to obey minority protection with respect to 7 (i.e. 7-MP
[12]) if for all £ € [m],C; € C,

> Wp(w:) =€) > 74| Cyl. (2.8)

z;,€C;

In the same example as above, if we consider notions of 7-MP and 7-RD, then the
clustering satisfies (0.2,0.5)-MP and (0.8,0.5)-RD*. Note that all the existing notions
further determine fairness either using cluster sizes, which are unknown apriori to the
algorithm, or are limited to binary protected group values. Next, we define the 7-FE
notion. It also considers fairness with respect to the number of data points in each cluster
but leads to a continuous and convex optimization objective. Note that f-divergence can

also be used instead of KL-divergence [64] in 7-FE.

Definition 2.5 (7-FE) ]
The fairness error (7-FE [10]) of a clustering C with respect to a given vector 7 is
defined as:

> Drr(rl|P) =Y Y —mlog Pf (2.9)

JE[k] jE[k] L€[m]

where, D is the Kullback-Leibler (KL) divergence and Pf is the fraction of data

points with protected group value £ in cluster j.

Individual Fairness and Notions

Group fairness does not ensure fair treatment for a particular individual. The trait of
human envy might still make an individual discontented. For example, an employee
might feel discriminated against or left out if similar employees receive a favorable

appraisal. There are algorithms in the literature that guarantee individual fairness

41 vector is written in the form (red, blue) respectively in 7-MP, 7-RD notion.
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a=2 .-

Average .
distance
of S)r

Figure 2.1: Individually fair notions: (a) Given a data point z;, 2-FR demands that center
for z; (denoted by ¢(x;)) lies at most within 2r(x;) from z (dotted line). (b) 2-PP suggests
the center be within twice the minimum center distance of a data point, say « in similarity
set S(x;), i.e., within 2d. 2-AG relaxes the distance to 2d’ by taking the average distance
d'. (c) 2-FB demands at least two data points of similar type in the cluster.

[80, 14]. Individual level fairness is not tied to protected groups but rather to ‘similar’
individuals. Let each data point x; identify itself with other similar data points represented
by the set S(x;). Further, let r(x;) be the minimum radius of a ball B(z;, r(z;)) centered

around x; that contains n/k points, where k is the number of clusters.

The fundamental principle behind individual fairness is that similar individuals expect
similar treatment. Any deviation would induce an unfair feeling in an individual [87, 88].
Various notions of individual fairness differ in how individuals perceive similarity and are

discussed below:

Definition 2.6 (a-FR Fairness) ]
A clustering C is said to be a-FR fair [80] if for @ > 0, C obeys

d(zi, ¢(z;)) < ar(z;) Vz; € X. (2.10)

The a-FR notion assures that any data point x; has its center within a radius containing
n/k neighbours of x;. The rationale behind n/k is that every center, on expectation,
assigned n/k data points. Note that the performance of individually fair algorithms
approximating a-FR is measured in terms of the value of a. This notion is restrictive
as the neighbours of x; are also determined using distance function d(-). We now define

more generalized notions.

| Definition 2.7 (o-PP Equitable Fairness) |
(Per point Fairness) [89] A clustering C is said to be a-PP fair if for o > 0, C obeys

d(zi, o(x;)) < « ( min d(x;,qﬁ(x;))) Vo, € X (2.11)

z,eS(x;)
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[ Definition 2.8 (a-Ag Equitable) ]

(Aggregate Fairness) [89] A clustering C is said to be a-AG fair if for « > 0, C obeys

/

B |5 ()] S '

[ Definition 2.9 (o-FB Fairness) ]
(Feature based) [14] A clustering C is said to be a-FB fair if for a > 0, and similarity
set S(z;), C obeys

lz; € S(x;) and ¢(x;) = $(x;)| > a Va; € X. (2.13)

In contrast to a-FR notion, the individual fairness notions, namely a-PP, a-Ac, and
a-FB allow for an explicit similarity set S(x;) (perhaps determined through distance or
number of matching features). These three notions propound the idea that similar data
points should be clustered similarly. We summarize all these individual fairness notions
in Figure 2.1. Next, we define the Avg-dist notion, which uses well-known clustering
stability ideas [87] and the game-theoretic concept of average attraction properties [90].
It induces the individual fairness notion that data point x; should be closer to its own

cluster members than data points from other clusters.

[ Definition 2.10 (Avg-dist Notion) ]
(Kleindessner et al. [91]) A clustering C is said to obey Avg-dist Notion if Vz € Cj,

1 1
LS ey <
Gr—1 2 @ S

yeCj/x

> d(z,y) Vi#je k] (2.14)

yel;

Having described existing group and individual fairness notions, We now provide a detailed

survey of the present state-of-the-art algorithms to handle fairness in offline clustering.

Taxonomy of Algorithms

Typical fair clustering solutions aim to minimize the standard clustering objectives
while simultaneously enforcing fairness. The stage (pre-processing, in-processing, and
post-processing) at which fairness constraints are enforced is a key differentiating factor
of the existing offline algorithms. Pre-processing techniques alleviate data bias before
clustering by adding restrictions on the distribution of data points among clusters by
a clustering algorithm [42, 11]. In contrast, in-processing techniques intertwine the
clustering and fairness imposition parts of the algorithm [44, 92]. Finally, fairness is
an afterthought for post-processing interventions that typically redistribute the instances
of clusters obtained by vanilla clustering to obtain fair clusters [12, 13].

The solution framework is another distinguishing factor for fair clustering techniques.

While some approaches add a regularizer term encoding the fairness to the clustering
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[ Individual Fairness ]

Pre-processing  In-processing Post-processing | Pre-processing In-processing  Post-processing

[11, 42, 98] [10, 44, 92] [12, 13, 44] NA [14, 80, 89, 91] 81]
[93, 95, 96] (65, 94] [97]
Implementation Stage Implementation Stage
Optimization LP-based Other LP/DP based Local search based Combinatorial
[10, 93] [12, 13, 65] [11, 44, 95] [14, 81, 91, 97] [80] [89]
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Figure 2.2: Taxonomy of group and individual fairness in clustering algorithms.

objective cost [10, 93], other approaches propose linear programming (LP) formulation of
the fair clustering problem with linear fairness constraints [12, 13, 94, 92]. Other group
fair clustering solutions include tree-based structures, round-robin allocation, and decision
problems (such as min-cost flow and perfect matching algorithms) [44, 42, 11, 95, 96].
Solution approaches to individual fairness clustering include LP-based formulations
[81, 14], local search approaches [80], dynamic programming [91], and combinatorial
optimization [97]. Note that all the existing algorithms apply only to certain clustering
objectives (k-means/k-median/k-center). So, the applicability of the approach is another
differentiating factor. Figure 2.2 shows the taxonomy of existing algorithms categorized
along (i) different stages of implementation, (ii) underlying solution frameworks, and (iii)
applicability.

Many state-of-the-art (SOTA) techniques are supported by theoretical guarantees on
fairness and the quality of the clusters, along with detailed cost approximation and
computational complexity analysis. With the growing number of new fairness notions and
algorithms, we now comprehensively review the methodology, theoretical underpinnings
and computational challenges of both group and individual fair offline algorithms. We also
discuss various advantages and disadvantages of each of the approaches. This will help

identify the successes and future directions for the research community to work upon.

Algorithmic Details and Theoretical Guarantees

Group Fairness:

The foundational work of Chierichetti et al. [42] partitions the data points into small
clusters, namely fairlets. The paper shows that finding optimal fairlet decomposition
is NP-Hard. To find approximate fairlet decomposition, authors use the strategy
of solving bipartite matching [99] for maximally balanced clustering (i.e., achieving

balance equal to dataset ratio) and minimum cost flow instances otherwise [100].
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The fairlets formed are then merged into k clusters by applying standard (or
vanilla) clustering (k-center/k-median) on fairlet centers. The algorithms achieve
4-approximation guarantees on cost with satisfying 7-BALANCE for k-center and a
(% + 1 + /3 + €)-approximation cost guarantee for the k-median objective; where, € is
a positive constant. The following are three major shortcomings of this approach: 1)
It works only for binary-valued protected groups, 2) It can only achieve the BALANCE
same as the n data points in X C R” i.e., dataset ratio, and 3) It is not scalable for
large datasets. To make the approach scalable, Backurs et al. [11] proposed a near-linear
time algorithm to compute fairlets using QuadTree data structure [101]. The algorithm
computes an embedding with k-median cost approximation of O(hlog(n)). However, this
work is limited to binary-valued protected groups with k-median clustering objective and

can only achieve dataset ratio.

Extension to multi-valued protected groups is considered in Boéhm et al. [95], which
proposes a minimum cost-perfect matching (MCPM) algorithm. They provide algorithms
for k-center and k-median clustering objectives with 3-approximation and (5 +
2)-approximation® fairness guarantee on 7-BALANCE. However, the algorithm works only
when the number of data points from each protected group is equal in the dataset. A
similar 14-approximation approach using MCPM is proposed in Rosner and Schmidt [98]
for 7-BALANCE. They further propose a 4-approximation method for 7-MP fairness using
a reduction to the maximum flow problem. The work is limited to the k-center model.
Among the LP-based techniques, Bera et al. [12] formulate fair clustering as a linear
program with 7-RD and 7-MP as constraints. This paper guarantees a maximum fairness
violation of at most 3 while simultaneously satisfying (8 + 2)-approximation guarantee
on the objective cost. Harb et al. [13] extend these guarantees for fair k-center for
multi-valued protected groups by formulating LP by restricting the search space for better
time complexity. The work by Ahmadian et al. [92] solves fair clustering via 7-RD along
with an additional constraint on representative fairness [61]. The authors prove that it is
NP-hard to obtain an algorithm better than 2-approximation for 7-RD € (0,0.5]. The
proposed algorithm with maximum O(n?) constraints and variables is 3-approximation
while the case (7-RD=0.5) with O(nk) constraints and variables is 12-approximation in
the clustering objective. The work by Bercea et al. [102] also proposes an LP formulation
for -MP and 7-RD fairness. The approach achieves a 3,4.675, and 62.856-approximation
for k-center, k-median, and k-means, respectively.

Several other works do not provide any theoretical guarantee on the quality of fair clusters.
The work by Davidson et al. [65] propose a post-processing technique to impose fairness
(in terms of 7-RD and 7-MP) after cluster formation by assigning points from protected
groups equally among all k£ clusters. The goal is to have fewer disagreements between
solutions. This approach uses integer linear program (ILP) formulation and uses total

unimodularity structure of the problem to bypass computational intractability. The

5To recall, 3 is the approximation factor of vanilla clustering algorithms.
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Fairness Time Complexity Cost Approximation Factor
Notions | k-means | k-median k-center k-means k-median k-center
(93] | FairKM O(n2hk) X X
Max. variables,
ax ‘:d[l"%atfh 3%
[92] | 7-RD x comsmamms: x 12 for
n&nk 0.5 V¢ € [m)]
7¢=0. m
for 7r=0.5V £ € [m] ¢
[11]* | 7-BALANCE X ‘ O(hnlog(n)) X X ‘ O(hlog(n)) X
T-BALANCE
[12]* | -RD & Max. variables & constraints: O(n?) (p+2)
T-MP
-RD &
oz | 7 x 3 4.675 62.856
T-MP
[95] | 7-BALANCE | O(n3T) O(nh) | O(nhk) B+2) 3
[42]* | T-BALANCE X O(T + n?) X ‘ (T+1+V3+e) 4
[65] 7-RD & nk regular variables , 2k slack y
9]
T-MP variables & 2k + n constraints
-RD &
[94] T Variables & constraints: O(n?) X
-MP
-BALANCE
[44]* T B O(knlogn) X 2(6+2) X
7-FE
3)° 7-RD & Max. variables: min(281k| I |,nk) & "
7-MP Max.constraints: km + min(2¥| T |, nk)
[96]* | T-BALANCE X X
7-BALANCE . 14 for 7-BALANCE,
[98] X Polynomial X )
TMP 4 for -MP
-BALANCE
[op |7 O(n2k%h) x x
7-FE

Table 2.1: Categorization of group fairness clustering algorithms. The variable |I| < n in
[13] and T is time taken by vanilla clustering. (*source code is available and well tested
by us).

complementary problem of minimizing unfairness with maximum allowable clustering cost
is considered in Esmaeili et al. [94] using LP formulation. To bound the number of LP
iterations, the algorithm exhaustively searches for the feasibility of LPs and chooses the
solution with minimum fairness constraints. The integral solution is then constructed
using a network flow [102].

Among the regularized-based techniques, Ziko et al. [10] propose a variational framework
where clustering and fairness objectives are simultaneously solved as an optimization
problem. This paper uses 7-FE as the fairness notion and breaks the composite problem
into convex and concave parts, which are bounded by auxiliary functions. These functions
help compute the soft assignment update in the subsequent iteration of k-means, k-median,
and N-cut [103]. The authors show that the variational framework has monotonicity and
convergence guarantees as Expectation-Maximization (EM) algorithms [104]. The main
issue with the approach is the use of data-dependent hyper-parameters. Another important
limitation of this approach is that clustering objective cost deteriorates significantly with
an increase in the number of clusters (Chapter 3). Liu et al. [96] formulate the problem of
fair clustering as a bi-objective optimization problem with 7-BALANCE notion of fairness
and prove a sublinear convergence rate. The resulting objective function is non-convex;

hence, the solution obtained by stochastic gradient descent does not satisfy any theoretical
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guarantees on the quality of obtained clusters. Table 2.1 summarizes all the results.
Extension of Group Fair Algorithms to Multiple Protected Attributes: Group
fairness constraints are also studied under multiple multi-valued protected groups setting.
For example, an individual can be a female (gender) and native-American (ethnicity). In
clustering, this overlap between multiple protected groups is denoted by A(=2 in the above
example). Both 7-RD and 7-MP can be extended to multiple mulit-valued protected
groups. The work by Bera et al. [12] is also applicable to multiple protected groups with
maximum additive violation of 4A + 3 for A > 2 (+3 for A=1). The work by Harb and
Lam [13] provides a similar guarantee.

A notion similar to 7-FE is proposed by Abraham et al. [93] for multiple protected groups.
The authors propose a fair k-means algorithm (FairKM) for solving a combined objective
function of minimizing objective cost along with a deviation in this modified notion of
fairness. The algorithm, however, is sensitive to the trade-off parameter, needs extensive

tuning, and requires minimization of a non-convex function

Individual Fairness

We now discuss the algorithmic framework and theoretical guarantees of individually
fair clustering algorithms. To satisfy a-FR fairness guarantee, a set of critical balls is
determined [80, 81, 97]. Each critical ball contains a set of data points and a critical
center with the property that each data point in a critical ball has a distance less than a
pre-defined value from the critical center. In Mahabadi and Vakilian [80], the critical balls
are defined such that all the data points have distance within 6ar to the critical center;
here r is defined as the minimum radius containing n/k data points from any data point.
These critical balls are identified using the modified version of greedy approaches proposed
in [105, 106]. Next, they use a local search algorithm to improve clustering objective cost
and achieve a bicriteria approximation guaranteeS of (84, 7)-approximation for a-FR and
(O(p), 7)-approximation for general p-norm with k-median as clustering objective.

On similar lines, Vakilian and Yalc¢iner [97] consider critical balls of radius 2ar. For fair
k-median, authors use k-median algorithm by Swamy [107], and for k-center a reduction
to standard k-center problem is presented that achieves (8 + €, 3)-approximation solution.
For general p > 1, a (167, 3)-approximation reduction to matroid facility location problem
solved using LP relaxation is proposed. The approximation guarantee is further improved
to (8,2(1+2/ p))—approximation by Negahbani et al. [81], who proposed a fair rounding
technique to the optimal LP solution computed using critical centers with radius 2r.

A feasible solution is not guaranteed for a-PP and a-AG with o < 2 [89]. However,
any instance with o > 2 always admits a feasible solution. Even with a > 2, authors
provide an instance where the price of fairness 7 without any additional constraint can be
arbitrarily bad. For finding feasible centers and fair assignments, the authors provide an

algorithm having 5-approximation on the fairness guarantee.

6(p7 q)-approximation bicriteria denotes cost approximation of p and fairness approximation of g.
"Ratio of clustering objective value under fairness constraint to the unfair (standard) objective value.
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Fairness | Time Cost Approximation Factor
Notion | Complexity | k-means ‘ k-median ‘ k-center
-PP
[89]* “ X 5-approximation w.r.t fairness
a-AG
[14] | a-FB Polynomial (1+6)OPT(B+2))
Avg. dist .
1] | VB EE L o3 x
based
[80]* [ a-FR oY) | (0w).,7) | 847 | (0(),7)
2
[81]* | a-FR O(kn%) (8,2'7%)
97] | a-FR Polynomial | (16°,3) | (8+¢,3) | (8+¢3)

Table 2.2: Categorization of individual fair clustering algorithms. OPT is optimal for fair
assignment cost in [14].(*source code is available and well tested by us).

Kar et al. [14] show that finding a-FB fair clustering is NP-complete even for k = 2. The
authors provide a (1 + €)OPT(S + 2)-approximation randomized algorithm solved with
the help of LP-relaxation for fair assignment where OPT is optimal fair assignment cost.
Similar to a-FB, finding a clustering satisfying Awvg-dist fairness notion is proved to be
NP-Hard even for dataset X C R? ([91]). The authors in [91] further present a dynamic
programming-based solution 1-dimensional setting to find contiguous clusters of target

sizes. Table 2.2 summarizes all the results for individually fair algorithms.

2.1.2 Fairness in Online Clustering

A more stringent variation of offline and streaming environments is online clustering, where
an endless stream of data points arrives over time. Let X C R” be an endless stream of data
points with z; being the point arriving at time ¢. Each data point z; € X is articulated
using h dimensional real-valued features. Due to limited memory, the algorithm must
make an irrevocable decision about incorporating an incoming data point into existing
clusters or opening it as a new center. Once a data point becomes a center, it remains so
forever. Similarly, any data point previously seen cannot be chosen as the center when a
new data point arrives [38, 39]. An important aspect to note in online clustering pertains
to the absence of information regarding the ordering of the arrival of data points in the
stream. As a result, the algorithm ends up opening more number of centers (Kkactua1)
than the desired target (Ktarget), i-€., Kactual > Ftarget to maintain good approximation
guarantees on objective cost. Note that Ktarger and k are used interchangeably for ease of

reading. Further, all other notations remain intact as offline clustering.

Group Fairness and Online Algorithms

In an offline setup, imposing a minimum threshold of data points from each group value
in every cluster is feasible as the number of clusters (k) and total number of data points
(n) are fixed. However, in an online setting, n is not restricted, and the number of centers
opening up is not fixed; therefore, imposing a lower bound on the number of data points

from each group value is less practical for maintaining fairness. There are high odds that
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the data points belonging to non-protected group value may eventually start dominating
over time in a cluster due to an endless stream of data points. Thus, there is a need
to devise a notion of group fairness for online setup, and there is no present work that
handles group fairness in online clustering to the best of our knowledge. We will address

this open direction as a part of this thesis (Chapter 5).

2.1.3 Fairness in Federated Data Clustering

For federated settings, we retain all notations but redefine a few notations, making them
separate for clients and servers. Therefore, let X C R” be a set of data points distributed
among Z clients. Let the data points on any client z € [Z] be X(¥). Each data point in
X () is again a h-dimensional real-valued feature vector. Note that the complete set of
data points X contain data points belonging to [k]| different true distributions. The goal
of any clustering algorithm is to partition the data points spread across clients into a set
of disjoint sets (called clusters) represented by the set of global centers denoted by set
C9 = {c{,c},...,¢}. The computation of finding these global centers involves initially
computing the best local centers that partition the local data X(*) (for any z € [Z]) into
k disjoint sets represented by c = {cgz), cgz), e ,c,(f)}. We denote the local assignment
function at each client over any center set (say C’(z)) by ¢*) : X(=) — C). Note that
the data points on any client z may not belong to all [k] distributions, and this idea is
captured using the notion of heterogeneity in federated settings. Formally, it is defined as

follows:

Definition 2.11 (Heterogeneity) ]

Given k, the heterogeneity level (denoted by H) determines the maximum number

of distributions the data points X(*) on a client z € [Z] belongs to, i.e., H < k.

In practice, determining the exact level of heterogeneity (H) on a client is often not feasible.
Consequently, a common approach in federated data clustering literature is to compute
k (> H) partitions on each client [41, 108]. These partitions are not arbitrary selections
but are the one that minimizes the following objective cost using final converged global

centers:

[ Definition 2.12 (Objective Cost) ]

Given k, UZG[Z]X(Z), and distance metric d : X x X — Rt U {0} with norm value
p the local objective cost L,(,Z) of client z of (k,p)-clustering in a federated setting

with a set of centers C' is computed as follows:

1/p

1) = X (e @)’ (2.15)

Z‘—L‘EX(Z)

In a federated setup, comparing methods based on the mean objective cost per data

point is often more realistic than the total objective cost at a client. The primary reason
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is that dataset sizes across clients can differ significantly in federated settings. Thus,
evaluating the per-point cost incurred by clients makes more sense. Mathematically, this

can be formulated as follows:

LY (C9)

@9y = 2P \2 )

(2.16)

where p(?)(C9) is the mean cost per data point on any client z.

Fairness Notion for Federated Data Clustering

In a federated setting, the objective cost suffered by any client z can significantly differ
from that of other clients because data points from different (H < k) distributions can be
distributed (or generated) in a highly skewed manner among (or at) clients. Therefore, if
the global centers deviate too much from the best local centers, clients might feel reluctant
to contribute to the federated environment to learn a better global center representation.
Thus, the aim is to not solely focus on minimizing global objective cost (or per point cost)
but rather to find a k-clustering in the federated setting that is fair for all clients, i.e., one
which achieves near uniform cost across all clients. We formally define such a clustering

as follows:

Definition 2.13 (Fair Federated Data Clustering) ]

Given that data points are sampled from k true clusters and are distributed over Z

clients. Then, for any two set of federated global centers C{ and C, we say that
C{ is more fair than CY if the cost deviation per data point (o) is lower for CY

than C§. Here o over centers CY for i € {1,2} is given as follows:

(2.17)

Jzﬂm@wwwwwm2
)= Z

Note that here p(C9) is the mean value of p(*)(C9) across all clients.

The notion captures the idea analogous to individual fairness and demands that the
federated clustering model should treat all clients similarly i.e., all clients should face

similar clustering objective cost.

Algorithms for Federated Data Clustering

Dennis et al. [41] makes an initial effort to partition the data points and proposes an
algorithm which they call k-FED. The algorithm builds upon the Awasthi and Sheffet
[109] aka (Awasthi), assuming the centers are well separated and clusters follow gaussian
distribution properties. k-FED executes Awasthi locally on each device to find k local
centers, which are then communicated to the server for computing the final clustering.

The server then employs a farthest heuristic similar to the offline k-center approach®.

Shttps://cseweb.ucsd.edu/ dasgupta,/291-unsup/
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Yang et al. [110] proposes a slightly enhanced greedy centroid-based initialization for

k-FED which surpasses centralized k-means in specific scenarios.

Some works in this direction approach the problem by framing it as a generative data
synthesis challenge and leveraging concepts from Generative Adversarial Networks (GANSs)
[111, 40, 112, 113, 114]. The broader picture involves training multiple GANs locally at
clients and utilizing their parameters to construct a global GAN model. This global
GAN model is employed to generate synthetic data and further identify k distinct cluster
centers. These centers are subsequently communicated back to clients to partition
their local data points. Li et al. [115] also pursues a parallel approach to develop
privacy-preserving distributed clustering by incorporating concepts from cryptography.
The proposed method initially computes local center updates and then shares encrypted
information using Lagrange encoding back to the server. Thereafter, the server aggregates
all secret distance codes from the clients and performs subsequent communication updates.
While the algorithm harnesses the advantages of encryption-decryption to safeguard data
privacy, such techniques entail substantial computation overhead and communication
costs, thereby hindering the scalability of the approach. Similarly, Leeuw [116] employs
federated data clustering within the blockchain’s committee-based consensus protocol.

However, the additional overheads counterbalance the performance improvement.

Fair Federated Data Clustering: It is important to note that no existing work in
federated data clustering has specifically focused on addressing the challenge of cost
distribution spread across clients and fostering a more equitable clustering as a primary

goal. We will address this direction as well in the present thesis (Chapter 6).

2.2 Recommender Systems

Recommender systems are machine learning models that suggest users with items based
on their past history or preferences. These preferences are captured either using implicit
methods such as click rate or search pattern on items or using explicit methods such as
based on ratings. Consider the data with ¢/ denoting the set of users and Z being the set
of items. Let R = U x T be a rating matrix where each entry R, ; corresponds to the true
rating of item i by the user u on a scale of 1 (lowest) to 5 (highest). All non-interacted
user-item (u,4) pairs have a value of R,; = 0. The prediction matrix is given by P
with each entry P, ; as the predicted rating for user u and item i. The goal of an ideal

recommendation algorithm is to reduce the following loss function:

1

Lideal(R7 P) - ’Z/{HI’

> D 0(Ru, Puy) (2.18)

uel i€l
where the error function § could be the mean squared error (MSE) or mean absolute error

(MAE). Since the true rating R,,; is not available for all possible user-item interactions,
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one tends to minimize the loss on the observed set of user-item interactions given by:

Zueu,ieIH(Ru,i # 0) 5(RU,ia PU,i)
Souetticz (Rui # 0)

Lobs (R, P) = (2.19)

Broadly, recommender system algorithms are classified into two techniques - one is content
filtering, and the second is collaborative filtering methods. Content filtering techniques
rely on creating user-tailored profiles about preferences and tastes. Such user profiles
are commonly gathered by querying users with fixed questions, for example, about
genre, actors, and audio languages in movie recommendation systems. The system then
recommends users by matching items based on user profiles. The main challenge in such
methods is capturing external information about preferences. To overcome such challenges,
literature proposes collaborative filtering methods that recommend items by analyzing the
relationship between users and items with the help of past history, such as ratings. One of
the popular collaborative filtering methods of interest for this thesis is Matrix Factorization

(MF). We will now look into the mathematical formulation behind Matrix Factorization.

2.2.1 Matrix Factorization

Matrix Factorization is a collaborative filtering method that relies on the idea of latent
factors. These factors can be considered an abstraction of different factors or dimensions
to understand user-item interactions. For instance, from an item’s perspective, such as
movies, these latent factors can capture dimensions like level of comedy or romance,
orientation to kids, or even can be less well defined, say the depth of suspense or otherwise
can be completely uninterpretable dimensions. From the user’s perspective, latent factors
can capture the scale of favouritism, such as comedy genres and preference for kid content.
Now, having a glance through the intuition behind latent factors, we look into the finer

details of matrix factorization.

Matrix Factorization mathematically captures both users and items by mapping them as
vectors into the latent space of dimensionality x, The mapping is computed in a way that
user-item interactions are captured as the inner product of user vector &, € R” for user u
and item vector v; € R” for item 4. Intuitively, these vectors capture the level of presence
of each of the x latent factors. Therefore, the predicted rating of user w for item i is,
in turn, given by dot product: 1,Z)Z»T <&y e, Py = d);f - &,. Now, having both predicted
and true rating, one can use popular methods such as stochastic gradient descent [117], to
minimize the loss function (Equation 2.19) for each interacted user-item (u, %) pairs (that
is when R, ; # 0). The resulting gradient update are provided below in Equations 2.20
and 2.21 for both user vector (&,) and item vector (1);), respectively, with n as the learning

rate and 0(+) as the mean square error:

U 2R — Pu)€, (2.20)
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gl 2n(Rug — Pug ) vt (2.21)

2.2.2 Popularity Bias on Item-side

Recommender systems suffer from fairness issues, such as the presence of popularity bias
on both user and item sides, as discussed in Section 1.3.2. We focus on popularity bias
on the item side for this thesis. This occurs when popular items (i.e., items with high
rating frequency) are recommended more often to users than non-popular items, even if
the user has an interest in the latter. In other words, the algorithms that aim solely to
minimize L, can result in recommender systems that are highly accurate for popular
items but suffer heavy losses on non-popular items. The primary reason behind this is
that inherently popular items are rated more frequently and are available more in the
dataset. To this, let Zp and Zyrp = Z \ Zp denote the set popular items and non-popular
items respectively. Inspired by Abdollahpouri et al. [118], we use a threshold mechanism
to generate Zp and Zyp and obeying Pareto principles [119, 120], we set the threshold
as 80 : 20. That is, we use top 20% items in terms of rating frequency as popular and

remaining as non-popular (long tail) items.

2.2.3 Algorithms for handling Popularity Bias

The adverse effects of popularity bias on users of different demographics are analyzed in
Abdollahpouri et al. [118]. A few recent works propose different metrics to evaluate
popularity bias. It includes an NDCG metric-based [121] and ARP-based [119, 122]
approach. The NDCG metric computes the relevancy of the results and measures the
goodness of the ranked ordering of items, whereas ARP computes the average popularity
of each item and aims to improve diversity. However, none of these metrics seeks to
reduce the disparity between items of different popularity and will be the focus of this
thesis (Chapter 7).

Several works mitigate popularity bias in the presence of implicit feedback [71, 70, 121,
123, 124, 125, 126, 127, 128, 129, 130, 131, 128]. Implicit feedback, such as clickstream
data, purchase history, or time spent on an item, may not always clearly indicate user
preferences. Users may click on items for various reasons, such as curiosity or price
comparison, without being interested. Furthermore, implicit feedback can lead to positive
unlabeled problems [27]. The positive unlabeled problem emphasizes that while visited
or interacted items are considered positive examples, all other items may be uninteresting
and should not be treated as negative examples but marked as unlabeled ones. On the
other hand, explicit feedback is a more reliable [68] and accurate estimate of the user’s
interest [69]. One possible explanation behind more accurate estimation accounts for
extensive research on methods such as Likert scales or questionnaires to capture feedback
[69]. In addition, explicit feedback can capture absolute positive and negative feedback,

unlike implicit feedback, which only provides positive and relative feedback. Thus, we
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in this thesis explore a recommendation model to reduce popularity bias under explicit
ratings. Some existing explicit feedback techniques handling popularity bias promote
the diversification of non-popular items [122, 132]. A naive diversification may lead to
poor accuracy of the overall recommender systems and can also result in poor accuracy
on non-popular items [133, 134, 128, 135]. Another method to tackle popularity bias is
using demographic bias [136]. In this post-processing technique, items are divided into
advantageous and disadvantageous groups to have a fair representation of items belonging
to disadvantaged groups in the overall ranking [137]. The ranking list is prepared after
obtaining ratings for all user-item pairs, which forms a major overhead. Further, their idea
revolves around having equal representation in the ranking list. In contrast, in our work
(Chapter 7), we emphasize giving fair chances to both popular and non-popular items and
not enforce strict equal representation. The amount of representation for items in our
work is decided based on balancing losses on popular and non-popular items.

The work closest for solving popularity bias in matrix factorization under explicit feedback
is to mitigate the bias by using Inverse Propensity Scores (IPS) [8]. The score helps in
generating a pseudo missing completely at random dataset by weighting all the observed
ratings. Although IPS loss is proven to be an unbiased estimator, these methods majorly
suffer from two problems. First, the IPS estimator might become biased if the propensity
estimation model is not appropriately stated. Second, IPS estimators suffer from high
variance as the inverse of the propensities might be substantial. To overcome these
challenges, Saito [27] proposed an asymmetric tri-training technique. It involves three
rating predictors, two of which create a pseudo-rating dataset, and the third trains the
model on these pseudo-ratings. The main limitation is that it becomes impossible to
estimate the ratings of all items accurately as the dataset size reduces after applying the
technique. Thus, there is a need for an effective strategy to tackle popularity bias in
matrix factorization and will be of interest for this thesis.

A different line of work for balancing popularity bias in group or session recommendation
is in [138, 139, 140]. On the other hand, we design a method to tackle popularity bias in
individual recommendation systems.

The complete set of notations discussed in this chapter is summarized in Table 2.3. We

will use these notations consistently throughout the thesis.

2.3 Conclusion

This chapter discusses the background work on clustering and recommender systems. The
first half of the chapter introduces the notations and definitions that will help understand
the contributions in the field of fair clustering. We surveyed results in offline fair clustering
literature focusing on two fundamental levels of fairness: group and individual fairness.
We also provided a categorization of fair clustering algorithms across multiple dimensions,
such as implementation stage, solution approaches, and time complexity. Further, we

discussed different fair clustering algorithms, surveyed their performance guarantees, and
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Table 2.3: The table summarizes the notations discussed throughout the chapter.

Notation Description

X CRM Finite set of data points

k Number of clusters

xi € X Data point from X in offline setting
C k-clustering

C = {c; }?:1 Set of cluster centers

¢p: X —=>C Assignment function
{C1,Cq,...,Cy} Set of k clusters of data X

d: X x X - RTU{0}

Distance function

Indicator function

Ly(X,9) Objective cost (or clustering cost)

P Norm value

B Approximation factor of vanilla (unfair) clustering

Xy Data points belonging to protected group value £

ng Number of data points belonging to group value ¢

p: X — [m] Protected group mapping function to one of m group values

T A vector of dimension /¢

r(xz;) Fair radius of data point z; in individual fairness

Q@ Approximation parameter in individual fairness (a-FR)

x € X Data point arriving at time ¢ in online clustering

Kactual Actual number of centers opened in online setup when target is k (or kactua1)

Z Number of clients in federated data clustering

X® Data points available at client z

C9={d,d,...,c} Set of global centers in federated data clustering

Cck) = {cgz)7 céz), . ,c,(f)} Local (or best) set of centers on data X (*)

H<E Heterogeneity level

L,(,Z)(C) Objective cost on federated client on set of centers C'

d)éf) Assignment function at client z using center set C'

u(z)(C’g) Mean objective cost per data point when using CY as set of centers and data as X (%)

w(C9) Mean value of u()(C9) across all clients

o(C9) Cost deviation per data point

U Set of users in recommender system

7 Set of items in recommender system

ReUxT Rating matrix where each entry R, ; corresponds to the true
rating of item ¢ by the user u on a scale of 1 (lowest) to 5 (highest).

P Prediction matrix

1) Loss function in recommender system

K Latent factor in matrix factorization

&ueRP User embedding vector for user u

P; € RF Item embedding vector for item 4

n Learning rate

Ip Set of popular items

Inp Set of non-popular items
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identified their limitations. Next, we provide an overview of existing works in online and
federated setups, along with needed definitions and notations. These notations will be used
consistently throughout the thesis. In the chapter’s later part, we discussed recommender
system preliminaries. We particularly provided an overview of popular matrix factorization
algorithms and discussed the problem of popularity bias. We now provide research gaps

below that will be the focus of the contributions in the thesis:

1. Different group fairness notions arose independently in literature. However, no

existing study systematically examines the relationship between these notions.
2. There is no polynomial time algorithm for solving group fairness in offline clustering.

3. Many real-world applications demand the need to handle continuous incoming
streams of data. In such scenarios, recomputing offline solutions can become
computationally expensive and may even result in changing the data points’
assignments in each execution. Thus, there is a need to handle data points online.
Also, large-scale data may sometimes be distributed across different sites. Existing
techniques in both online and distributed setups handle clustering, but no existing

works handle fairness in online and federated settings.

4. Past literature shows that satisfying strict levels of multiple levels of fairness, say
group and individual fairness, may not go hand in hand. Satisfying one level of
fairness might result in lowering the other fairness level. A study that develops
techniques to trace the Pareto frontier or help in achieving the user’s desired level

of fairness can be an interesting direction.

5. Plethora of literature has investigated popularity bias in implicit feedback. A few
methods have come up to handle popularity bias in explicit feedback. However,
devising methods that do not naively focus on increasing the diversity of non-popular
items in the recommendation list is another interesting direction to improve current

state-of-the-art approaches.

As part of this thesis, we will try to address these gaps in the next chapters.
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Chapter 3

Group Fair Notion and Algorithms
in Offline Clustering

Abstract

We revisit the problem of fair clustering in offline setting, first introduced by Chierichetti
et al. [42], which requires each protected group to have approximately equal representation
in every cluster, i.e., a Balance property. FExisting solutions to fair clustering are either
not scalable or do not achieve an optimal trade-off between clustering objectives and
fairness. In this chapter, we propose a new notion of fairness, which we call T-ratio
fairness, that enables a fine-grained efficiency vs. fairness trade-off. We also study the
relationship between existing group fairness notions and T-ratio fairness. We show that
T-ratio fairness is a stricter notion, and satisfying T-ratio implies satisfying other existing
notions. Furthermore, we show that a simple greedy round-robin-based algorithm achieves
this trade-off efficiently. Under a more general setting of multi-valued protected groups, we
rigorously analyze the theoretical properties of the proposed algorithm, Fair Round-robin
Algorithm for Clustering Over End (FRACog). We further propose a heuristic algorithm,
Fair Round-robin Algorithm for Clustering (FRAC), that applies round-robin allocation
at each iteration of the wanilla clustering algorithm. QOur experimental results suggest
that both FRAC and FRACopg outperform all the state-of-the-art algorithms and work

exceptionally well even for a large number of clusters.

3.1 Introduction

The recent advancements in Machine Learning (ML) have led to the development of
highly accurate models, leading to wide-scale adoption. ML models are being deployed
in applications ranging from self-driving cars, approving home loan applications, criminal
risk prediction, college admissions, and health risk prediction. The primary objective
of these algorithms has been accuracy improvement. But their use to allocate social
goods and opportunities such as access to healthcare, jobs, and education warrants a

closer look at the societal impacts of their outcomes [143, 144]. Recent studies have

A preliminary part of this chapter has appeared in [141] (AAMAS 2023; as Extended Abstract) and
[142] (GAIW Workshop Paper at AAMAS 2023). A detailed version of this chapter is published in DMKD
Journal [44], and some parts are accepted as a book chapter in [43]. The work got appreciation as the Best
Paper Award at the International Conference on Deployable Al 2022.
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exposed a discriminatory outlook on the outcomes of these algorithms. The outcomes
resulting from ML models are observed to have disparity in treatment towards individuals
belonging to marginalized groups based on gender and race in real-world applications
like automated resume processing [145], loan application screening, and criminal risk
prediction [7]. Thus, designing fair and accurate machine learning models is an essential
and immediate requirement for these algorithms to make a meaningful impact in the real

world.

While fairness in supervised learning is well studied [146, 18, 147, 20, 136, 148], fairness
in unsupervised learning is still in its formative stages [149, 150]. To emphasize
the importance of fairness in unsupervised learning, we consider the following: An
employee-friendly company is looking to open multiple branches across the city and
distribute its workforce in these branches. The goal is to improve work efficiency and
minimize overall travel time to work. The company has employees with varied backgrounds
(race and gender) and does not prefer any group of employees over other groups. The
company’s diversity policy dictates hiring a minimum fraction of employees from each
group in every branch. Thus, the natural question is: where should the branches be set
up to maximize work efficiency, minimize travel time, and maintain diversity? In other
words, the problem is to devise an unsupervised learning algorithm for identifying branch
locations with the fairness (diversity) constraints applied to each branch. This problem
can be naturally formulated as a clustering problem with additional fairness constraints

on allocating the data points to the cluster centers (office locations).

Typically, fairness in supervised learning is measured by the algorithm’s performance over
different groups based on protected (sensitive) groups such as gender, race, and ethnicity.
Motivated by this, the first fairness notion for clustering was proposed by Chierichetti et al.
[42], wherein each cluster is required to exhibit a Balance, defined as the minimum ratio of
protected and non-protected groups in any cluster. Their methodology, apart from having
significant computational complexity, applies only to binary-valued protected groups.
Further, it does not allow for trade-offs between the clustering objective and fairness
guarantees. The subsequent literature ([11, 78, 151, 83]) improves efficiency; however, do
not facilitate the explicit choice of the trade-off between the clustering objective cost and

the fairness guarantee.

In this chapter, we define a new notion of fairness, which we call 7-ratio fairness. It
ensures a certain fraction of data points for a given protected group in each cluster. We
show that this simple notion of fairness has several advantages. First, the definition of
T-ratio naturally extends to multi-valued protected groups; second, 7-ratio fairness has
closed-form theoretical relations to existing group fairness notions; third, it admits an
intuitive and computationally efficient round-robin approach to fair allocation; fourth, it
is straightforward for the algorithm designer to input the requirement into the algorithm
as constraints; fifth, it is easy to interpret and evaluate it from the output. In our running
example, if a company wants to have a minimum fraction of employees from each group in

every branch (clusters), then one can simply specify it in the form of a vector 7 of size equal
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to a number of protected groups. Through rigorous theoretical analysis, we show that the
proposed algorithm FRACog provides a 2(f + 2)-approximate guarantee on the objective
cost with 7-ratio fairness guarantee up to three clusters. Here, 5 is the approximation
factor achieved by the vanilla clustering algorithm. We further experimentally demonstrate
that our approach can achieve better clustering objective costs than any state-of-the-art
(S0TA) approach on real-world data sets, even for a large number of clusters. Overall, the
following are the contributions of our work. Overall, the following are the contributions

of our work.

3.1.1 Our Contribution

Conceptual Contribution We introduce a new notion of fairness we call a 7-ratio
fairness and show that any algorithm satisfying a 7-ratio fairness also satisfies the Balance
property (Lemma 3.1). Also, we show that every parameter setting of Balance collapses
to a degenerate value of 7-ratio fairness. The strictness of the proposed notion. We
further propose two simple and efficient round-robin-based algorithms for the 7-ratio
fair allocation problem, namely, FRACpg (see, Section 3.4) and a heuristic algorithm
called FRAC (Section 3.6). Our algorithms use the unconstrained clustering algorithm
(referred to as vanilla clustering algorithm) as a black-box implementation and modify its
output appropriately to ensure T-ratio fairness. The fairness guarantee is deterministic
and verifiable, i.e., holds for every run of the algorithm, and can be verified from the
outcome without explicit knowledge of the underlying clustering algorithm. The guarantee
on objective cost, however, depends on the approximation guarantee of the clustering
algorithm. Our algorithms can handle multi-valued protected groups, allow user-specified
bounds on Balance, are computationally efficient, and incur only an additional time
complexity of O(knlogn), best in the current literature. Here, n is the total number

of data points (dataset size), and k is the number of clusters.

Theoretical Contributions We show theoretical guarantees for our first algorithm;
FraCop. First, we show that FRACpp achieves 2(8 + 2)-approximate for clustering
instances up to three clusters (Theorem 3.11 and Lemma 3.15) with respect to optimal
fair clustering cost for maximally balanced clusters; here 3 is a clustering algorithm specific
constant. That is, given a fair clustering instance with k < 3 clusters and n data points,
our proposed algorithm returns an allocation that has an objective cost of 2(5 + 2) times
the objective cost of optimal assignment with respect to optimally balanced clusters. We
further show that this guarantee is tight (Proposition 3.16). For k& > 3 clusters we show
2k=1(B3 + 2)-approximation guarantee on the T-ratio. We conjecture that the exponential
dependence of the approximation guarantee on k can be reduced to a constant. The proof
for guarantees is extended to work for any general T vector (see Section 3.5.2). We also
analyze the convergence of FRACog (Lemma 3.18) and provide the relationship between
existing group fairness notions and 7-ratio fairness. To the best of our knowledge, we are

first to show such relationships (Theorems 3.1 to 3.5).
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Experimental Contributions Through extensive experiments on four datasets (Adult,
Bank, Diabetes, and Census II), we show that the proposed algorithms, FRAC and
FRACog outperform all the existing algorithms on fairness and objective costs. Perhaps
the most important insight from our experiments is that the performance of our proposed
algorithms does not deteriorate with increasing k. This experimentally validates our
conjecture. Experiments also show that while we do not have convergence guarantees
for heuristic algorithm FRAC, it does converge on all the datasets and performs slightly
better than FRACppg. Thus making it suitable for practical applications. We compare our
algorithms with SOTA algorithms for their fairness guarantee, objective cost, and runtime
analysis. We also note that our algorithms do not require hyperparameter tuning, making
our method easy to train and scalable. We demonstrate the efficacy of our algorithms using
k-means and k-median. In addition to experimental validation of our proposed algorithms,
we also validate our established theoretical relationships between different existing fairness
notions. We show that satisfying 7-ratio fairness induces a certain level of existing group

fairness notions.

3.2 Related Work

There is abundant literature on fairness in supervised learning [147, 152, 153, 154, 155, 156,
157]. But research on fair clustering is still in its infancy and is rapidly gathering attention
[158, 49, 159, 160, 46, 161, 150, 162, 163]. These studies include extending the existing
fairness levels such as group, individual fairness to clustering [12, 91, 54], proposing new
problem-specific fairness levels such as social fairness [62, 48], characterizing the fairness
versus efficiency trade-off [10, 93], developing and analyzing efficient fair algorithms
[82, 78]. Among these, group fairness in clustering has been studied in various settings,
including dynamic [164], capacitated [165], bounded cost [94], budgeted [166], privacy
preserving [98], probabilistic [167], correlated [168], diversity aware [60], hierarchical, graph
spectral, hypergraph [169, 170, 45], deep [171, 172, 173], distributed environments [174].
In this chapter, we focus on handling group fairness in offline clustering. The fairness
in the offline setup has been introduced at different stages of implementation, namely —
pre-processing, in-processing and post-processing are discussed separately below:

Pre-processing: Following a disparate impact doctrine [175], Chierichetti et al. [42], in
their pioneering work, define fairness in clustering through a Balance property. Balance
is defined as the ratio of data points with different protected group values in a cluster.
A maximally balanced clustering ensures that the Balance in all the clusters is equal to
the Balance in the original dataset (see Definition 3.2). Chierichetti et al. [42] achieves
balanced clustering through the partitioning of the data into balanced sets called fairlets.
It is followed by the merging of these partitions. Subsequently, Backurs et al. [11] propose
an efficient algorithm to compute the fairlets. Both approaches have two major drawbacks:
they are limited to the datasets having only binary-valued protected groups and can only

create clusters exhibiting the exact Balance present in the original dataset (dataset ratio).
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Thereby, they are not being flexible in achieving an optimal trade-off between Balance
and accuracy. Chhabra et al. [176] recently devised the idea to use a pre-processing
technique by the addition of a small number of extra data points called antidotes. Vanilla
clustering techniques applied to this augmented dataset result in fair clusters with respect
to the original data. The pre-processing technique to add antidotes requires solving
a bi-level optimization problem. Furthermore, Schmidt et al. [78] extends the notion
of coresets to fair clustering. They provide an efficient and scalable algorithm using
composable fair coresets (see also [83, 151, 82, 177]). A coreset is a set of data points
approximating the optimal clustering objective value for any k cluster centers. Though
the coreset construction can be performed in a single pass over the data, storing them
takes exponential space in terms of the dimension of the dataset. Bandyapadhyay et al.
[82] though reduces this exponential size requirement to linear in terms of space, it still
has a running complexity that is exponential in the number of clusters. Our proposed
algorithms are efficient because we do not need any additional space. Simultaneously, the
running complexity is linear in the number of clusters and near-linear in the number of
data points.

In-processing:  Bohm et al. [95] propose an (5+2)-approximate algorithm for fair
clustering using a minimum cost-perfect matching algorithm. While the approach works
with a multi-valued protected group, it has O(n?) time complexity and is not scalable.
Here, n is the number of data points in the dataset. Ziko et al. [10] propose a variational
framework for fair clustering. Apart from being applicable to datasets with multi-valued
protected group, the approach works for both prototype-based (k-mean/k-median) and
graph-based clustering problems (N-cut or Ratio-cut [103]). However, the sensitivity of
the hyper-parameter to various datasets and the number of clusters necessitates extensive
tuning. This renders the approach computationally expensive. Further, the clustering
objective also deteriorates significantly under strict fairness constraints when dealing with
many clusters (k) (refer Section 3.7.1). Along the same lines, Abraham et al. [93] devise
an optimization-based approach for fair clustering with multiple multi-valued protected
groups. It has a trade-off hyper-parameter similar to [10].

Post-processing: Bera et al. [12] converted fair clustering into a fair assignment problem
and formulated a linear programming (LP) based solution. The LP-based formulation
leads to a higher execution time (refer to Section 3.7.4). Also, the approach fails to
converge when dealing with a large number of clusters (k). The work by Bera et al.
[12] is extended by Harb and Lam [13] for the ‘k-center problem, whereas we consider
k-means and k-median based centering techniques. Similarly the works in ([53, 178, 179,
180, 89, 63]) are applicable only for k-center clustering. Our proposed approach takes a
similar route as Bera et al. [12] to convert the fair clustering problem into a fair allocation
problem. However, we give a simple polynomial-time algorithm which, in O(nklogn)
additional computations, guarantees T-ratio fairness. Our allocation algorithms have the

following main advantages over the current state of the art:

1. they are computationally efficient,
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2. they work for multi-valued protected groups,
3. no hyperparameter tuning is required and,

4. they are simple and more interpretable (refer Section 3.3).

3.3 Preliminaries

Let X C R” be a finite set of data points that need to be partitioned into k clusters. Each
data point z; € X is a feature vector described using h real-valued features. A k-clustering’

C = (C, ¢) produces a partition of X into k subsets indexed by [k] = {1,2,...,k}. The

k
j=1

¢ : X — C that maps each data point to the corresponding cluster center forming clusters
{C1,Cy, ..., Cy} respectively. Furthermore, let d : X x X — R U {0} denote a distance

function obeying triangular inequality that measures the dissimilarity between features.

clustering (C) is characterized by a set of centers C' = {c¢;} an assignment function

Let I(-) denote the indicator function, which takes a value of one if the condition inside the
function is obeyed; otherwise, results in zero. Throughout this chapter, we consider that
each point, z; € X is associated with a single protected group p(z;) (say ethnicity from a
pool of other available protected groups) that takes values from the set of m values denoted
by [m]. The number of distinct protected group values is finite and much smaller than the
size of the dataset?. Note that the protected group usually corresponds to disadvantaged
groups and is known apriori to the algorithms as an additional input. Additionally, we are
also given a vector 7 = {7y}, where each component 74 satisfies 0 < 74 < % and denotes
the fraction of data points from the protected group value ¢ € [m| required to be present in
each cluster. An end-user can simply specify an m-dimensional vector with values between
0 and 1/k as the fairness target. Also, let us denote X, and ny as set and number of points,
respectively, having protected group value £ in X. A vanilla (an unconstrained) clustering

algorithm determines the cluster centers to minimize the following objective cost:

[ Definition 3.1 (Objective Cost) ]

Given p, the clustering objective cost with respect to the metric space (X,d) is
defined as:
Ly(X,0) = | > d(zi, é(xi) (3.1)

z,EX

Different values of p, will result in different objective cost: p = 1 for k-medians, p = 2 for
k-means, and p = oo for k-centers. Our aim is to develop an algorithm that minimizes the
objective cost irrespective of p while ensuring fairness.

Group Fairness Notions: We begin with re-defining the most popular notion of group

fairness called Balance.

Throughout the thesis, for simplicity, we call a k-clustering simply clustering.
20therwise, the problem is uninteresting as balanced clustering may not be feasible.
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Definition 3.2 (7-Balance) ]

For a binary valued protected group taking values from set {{,¢2}, a clustering C

is said to be T-BALANCE [42] with

(3.2)

7 = min
Cjec

min Zziecj I(p(zi) = 1) Zziecj I(p(xi) = £2)
Yzec; Wp(xi) = 02) Yopec, Up(zi) = 41)

A generalization of Balance to multi-valued protected groups is proposed by Bera et al.

[12] in terms of cluster sizes.

[ Definition 3.3 (7-MP) ]
A clustering C is said to obey minority protection with respect to 7 (i.e. 7-MP
[12]) if for all £ € [m],C; € C,

> Wp(w) =€) > 74| Cyl. (3.3)

SO

The minority protection constraints the lower bound on the number of data points from

each protected group in every cluster.

[ Definition 3.4 (7-RD) ]
A clustering C is said to obey restricted dominance with respect to 7 (i.e. 7-RD

[12]) if for all £ € [m],C; € C,

> Wp(x) =€) < 7| Cyl. (3.4)

x;€C;

Restricted dominance constraints the upper on the number of data points from each
protected group in every cluster.

For binary protected group taking values a,b € [m] with 7, = 7, = min, %, this notion
becomes exactly same as the 7-BALANCE notion. Hence, minority protectlon along with
restricted dominance generalizes Balance notion to a multi-valued protected group. We
now define our proposed T-ratio fairness notion, which ensures that each cluster has a
predefined fraction of data points for each protected group value. T-ratio requires only

priorly known dataset composition, which helps achieve polynomial-time algorithms.

Definition 3.5 (7-ratio Fairness) ]

An assignment function ¢ satisfies T-ratio fairness if

Y Ip)=0>m Y Ip(x;) =€) VC; eCand Ve €[m]  (3.5)

z;€Cj z,EX

The notion of 7-BALANCE, 7-MP, and 7-RD defines the fairness with respect to the data

points within a cluster (unknown a-priori) corresponding to different group values. The
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T-FAIR notion on other hand imposes restrictions on the number of data points from each
group within a cluster to the overall data points of the respective group in the dataset. our
fairness notion (7-ratio) resembles that of balanced (in terms of number of data points in
each cluster) clustering studied by Banerjee and Ghosh [181] without fairness constraint.
However, their proposed sampling technique is not designed to guarantee 7-ratio fairness
and does not analyze loss incurred due to having these fairness constraints. We now discuss

the relationship between 7-BALANCE, 7-MP, and 7-RD to 7-ratio fairness.

3.3.1 Relationship between Group Fairness Notions

While the different fairness notions arose independently in the literature, we show that
they are related when dealing with a binary protected group (i.e., takes only two values
a,b € [m]) as illustrated in Figure 3.1. Our first lemma shows that an algorithm satisfying
T-ratio fairness produces a set of clusters that also achieves a certain Balance. In particular,

when 7, = %, then 7-ratio fairness achieve the Balance equal to the dataset ratio.

Lemma 3.1. If a cluster C; € C is T-ratio fair, then it also satisfies min, y, (klgﬁ Z—Z) —
BALANCE where ng,ny are the total number of data points for group a,b respectively.

Further when 1,=m,=1/k in T-ratio fairness then it is min, y(nq/ny)-Balance clustering.

Proof. Given n,, suppose an algorithm satisfies 7-ratio fairness then for any cluster C;

and protected group value a, we have:

TaNa < Z I(p(z;) = a) < ng(l — kg + 74) (3.6)
:riECj

Here, the lower bound comes directly from the fairness definition and the upper bound is
derived from the fact that all the clusters together will be allocated at least k7,n, number
of data points. The extra data points that a particular cluster can take are upper bounded
by ng — kng7,. Thus, the 7-BALANCE of the cluster with respect to the two values a and
b should follow

Zmiecj H(p(xl)
Y, Up(wi)

J

a) TaNa
b) — np(1 —krp + 1)

(3.7)

O]

Lemma 3.1 shows that one can achieve the desired amount of 7-BALANCE by appropriately
setting 7 = {7,, 7}. When 7, = 7, = 1/k, then we get min, ;(n,/n;)-Balanceand give the

following corollary:

Corollary 3.2. For 1, =71, = %, T-ratio fairness guarantee ensures the dataset ratio for

all the clusters.

We now show that the converse is not true. That is, a clustering satisfying Balance (equal

to dataset ratio) can result in arbitrary bad 7-ratio fairness.
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Lemma 3.3. A fair clustering instance exists which satisfies T'-BALANCE with 7/ > 0

and has arbitrarily low T-ratio.

Suppose in a k(=2)-clustering instance the binary protected group takes values a, b such
that ng,=n,=n/2. Now, let one data point from each group be allocated to cluster 1
and the remaining data points to cluster 2. Then, we have 7, = 7,= 2/n which can go
arbitrarily small for large n.

From Lemma 3.1, 3.3 we see that 7-ratio is more stricter than 7-BALANCE. Also, both
notions behave conceptually differently in how they induce fair clusters. Since the Balance
does not add any constraint on cluster size and requires only a minimum representation
ratio, which might result in skewed clusters. However, 7-ratio leads to a controlled

distribution of data points among clusters.

BALANCE

Figure 3.1: Relationship between the different group fairness notions.

Lemma 3.4. The cluster satisfying both 7'-MP and T7-RD  ensures

’ /

min T“,T"> -BALANCE. Furthermore, satisfying only one of them does not ensure
Tb ' Ta

T-BALANCE.

Proof. From the definition of 7-RD and 7'-MP, VC; € C we get

ineoj H(ﬂ(wl) = a) Zziecj H(p(xz) = b)

T < < 74 and 7}, < < (3.8)
‘ lef e Cil
/ co. lp(z;) =a / co. Llp(x;) =0b
So & < ZxZECJ (p( z) ) < 7;7 and Ty < ZzZGCJ (P( z) ) < 7;(,) (3'9)
Ty inecj ]I(p(xl) = b) Tb Ta ZCEZ‘ECJ' H(p(xl) = a) Ta
Thus, from the above equations we can say, T-BALANCE > mm(%, :—é)
O

Lemma 3.5. If a cluster satisfies T-BALANCE then it is also T-MP with T:{%, T} and
T-RD with T:{l_’%, 3} for {a,b} respectively.

Proof. Given 7-BALANCE = min(T—“ l). Without loss of generality let us assume that 7

T’ Ta
= Tao that is 74= 7 (7). Since 7 is the minimum value over all clusters, for any arbitrar
T a b )
!
Ta

cluster containing 7/ and 7, data points, we have T < T2,
a b ) T e
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Since the upper-bound of 7 can be 1 (perfectly balanced clusters), we have 7 < :—‘l? <1
b
Adding 1 on both sides,
/ / 1 / 1
1<t oy o S B (3.10)
T AN A T T
So, the 7-MP and 7-RD for b is %, 14%7 respectively. Similarly,
/ / / /
1§L?§l:>2§7_b—+_,7-a§l+1:> : = /Ta/ Sl (3.11)
T, T T, T I+7 7 p+7a ™ 2

So, the 7-MP and 7-RD for a is H%, % respectively.
Thus, in all we have 7-MP with T:{%,HLT} and 7-RD with T:{H%,%} for {a,b}
respectively. O

Lemma 3.1 and Lemma 3.5 lead us to following corollary.

Corollary 3.6. If a cluster satisfies T-ratio then it is also T'-MP with

r_g1 TaNa ’ . ’_ (I—k1p+75)18 1 .
T'={3, (1_ka+Tb)nb+Tana} and 7'-RD with T *{(1—krb+rb)nb+rana’ 5} where Lemma 3.1 is

say minimum over group value a € [m].

The example for Lemma 3.3, also satisfies 7-MP and 7-RD with 7={1} and {n/2 — 1}
respectively. However, 7-ratio can again go arbitrarily low. So we get the corollary as

follows.

Corollary 3.7. A fair clustering can exist that obeys T-MP and 7-RD but can have

arbitrarily low T-ratio fairness.

All the above results prove that 7-ratio is a more stricter notion. Thus, we focus
on designing an algorithm satisfying 7-ratio fairness while minimizing objective cost
irrespective of p. To this, we now define the fair clustering problem with respect to

the proposed fairness notion:

[ Definition 3.6 (7-ratio Fair Clustering Problem) ]

The objective of a T-ratio fair clustering problem Z is to estimate C = (C, ¢) that
minimizes the objective cost L, (X, ¢) subject to the 7-ratio fairness guarantee. The

optimal objective cost of a T-ratio fair clustering problem is denoted by OPT ¢ust(Z).

A solution to this problem is to rearrange the data points (learn a new ¢) with respect
to the cluster centers obtained after a traditional clustering algorithm (called vanilla
clustering) to guarantee T-ratio fairness. The problem of rearrangement of data points
with respect to the fixed centers is known as the fair assignment problem, which we define

below:
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Definition 3.7 (7-ratio Fair Assignment Problem) ]

Given X and C = {¢; }§:17 the solution to the fair assignment problem 7 produces
an assignment ¢ : X — C that ensures 7-ratio fairness and minimizes L,(X, ¢).
The optimal objective function value to a 7-ratio fair assignment problem is denoted

by OPTassign (T) .

However, this transformation of the fair clustering problem Z into a fair assignment
problem 7 should ensure that OPT 4ssign(T) is not too far from OPT gyst(Z). The
connection between fair clustering and fair assignment problem is established through

the following lemma.

Lemma 3.8. Let T be an instance of a fair clustering problem and T an instance of
T-ratio fair assignment problem after applying an B-approximate solution to the vanilla
clustering problem, then OPT gssign(T) < (B + 2)OPT ciust(Z).

Proof. Let C be the cluster centers obtained by running a vanilla clustering algorithm
on instance Z. The proof of the Lemma depends on the existence of an assignment $
satisfying 7-ratio fairness such that L,(X, @) < (8 + 2)OPT qust(Z). Then it follows as
OPT assign(T) < Lp(X,6) < (B +2)OPT cjust(T).

To this, let (C*,¢*) denote the optimal solution to Z. Define é as follows: for every
¢t e C*, let nrst(c*) = argmin - d(c, ¢*) be the nearest center to ¢*. Then, for every

z; € X, define ¢(x;) = nrst(¢*(2;)). Then we have the following two claims:

Claim 3.9. qg satisfies T-ratio fairness.

Proof. Let the set of data points having protected group value ¢ in cluster ¢* € C* be

ng(c*). Since (C*, ¢*) satisfy T-ratio fairness then using Definition 3.5 we have
|ne(c*)| > myme Ve* € C*. (3.12)

Now, for any center ¢ € C' belonging to vanilla clustering, we will find the set of all centers
in optimal solution (C*) that are nearest to c¢. Let us denote this set by N(c¢) = {c* €
C* : nrst(c*) = c}.

Then the way ngb is defined, we have, Vc:

N

{zi € Xo: d(z:) = c}| = [ Ueren(e) nu(c”)] (3.13)

Now as each center ¢* satisfies 7-ratio fairness, the union over combined assignments for
each center in N(c) and since each set of assignments satisfies 7-ratio so union will also

satisfy T-ratio fairness i.e. | Ueen(c) ne(c™)| = ngme. O
Claim 3.10. L,(X,¢) < (8 + 2)OPT ciust(T).

Proof. The proof of this claim uses triangle inequality and is exactly the same as Claim 6 of

Bera et al. [12]. We re-write it here using our set of notations for the sake of completeness.
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Algorithm 1: --FRACpg
Input: set of datapoints X, number of clusters k, fairness requirement vector T,
range of protected group values m, clustering objective norm p
Output: cluster centers C' and assignment function )
Solve the vanilla (k, p)-clustering problem and let (C, ¢) be the solution obtained.
if T-ratio fairness is met then
return (C, ¢)
else
(C, ¢) = FAIRASSIGNMENT(C, X, k, 7, m,p, $)
return (C, ¢)
end

end

Fix a data point z; € X. Let ¢ = ¢(x;), ¢ = d(x;), and ¢* = ¢*(2;). Then we have,

d(xi, ¢) = d(zi,nrst(c")) < d(x;, ) + d(c*,nrst(c’)) < d(z;, ) + d(c*, ¢) < 2d(x;, c") + d(zi, ¢)

(3.14)

The first and third step follows using the triangular inequality. While the second step is
based on the definition of nrst. So, if we define assignment cost vectors corresponding to ¢,
$and ¢* as d = {d(z;,¢) s x; € X}, d = {d(zi,d) : & € X} and d* = {d(z;,¢*) : 2; € X}
respectively. Then using the above bound, we get d < 2d + d*. Now, since L, is a

monotone norm on these vectors,

Ly(X,$) = Ly(d) < 2Ly(d) + Ly(d*) = 2L,(X, 6) + Ly(X, ¢). (3.15)
This completes the proof by using the fact that L, (X, ¢*) = OPT gust(Z) and Ly(X, ¢) <
Both these claims complete the proof of the Lemma 3.8. O

A similar technique of converting fair clustering to a fair assignment problem was proposed
by Bera et al. [12]. However, Bera et al. [12] proposed a linear programming-based solution
to obtain the Balance fair assignment. Although the solution is theoretically strong, there
are two issues with the algorithm. Firstly, the time complexity is high (as can be seen
from the experiments in Section 3.7.4) and secondly, the solution obtained is not easy to
interpret due to the use of the complicated linear program. By interpretability, we try to
find the answer to the following question — Why is a data point assigned to a specific cluster
to maintain fairness? We propose a simple round-robin (easily interpretable) FRACog
algorithm for a fair assignment problem with a time complexity of O(knlogn) in the next

section.
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Algorithm 2: FAIRASSIGNMENT
Input: cluster centers C', set of datapoints X, number of clusters k, fairness
requirement vector T, range of protected group m, clustering objective norm
p, assignment function ¢
Output: Cluster centers C and assignment function gZA)
Fix a random ordering on centers and let the centers are numbered from 1 to k with
respect to this random ordering.

Initialize ¢(z;) < 0 Va; € X
for /< 1 to m do
ny < number of data points having value of protected group /.
Xy < set of data points having value of protected group .
for t + 1 to 7yny, do
for j < 1 to k do
Tonin argminwieXZ:Q;(xi)zo d(z4, cj)
end
end
For all z; € X, such that qg(mz) =0, set é(w,) = ¢(x;)
end
Recompute the centers C with respect to the new allocation function (ﬁ

Return (C, ¢)

3.4 Fair Round-robin Algorithm for Clustering Over End
(FRACog)

Fair Round-robin Algorithm for Clustering Over End (FRACpg) first runs a vanilla
clustering algorithm to produce the initial clusters C = (C, ¢). It then makes corrections
as follows. The algorithm first checks if 7-ratio fairness is met with the current allocation ¢,
in which case it returns é = ¢ and C = C. If the assignment ¢ violates the T-ratio fairness
constraint then the new assignment function quS is computed according to FATRASSIGNMENT

procedure in Algorithm 2.
Algorithm 2 iteratively allocates the data points with respect to each protected group

value. To recollect X, and ny denote the set and the number of data points having ¢ as
the protected group value, respectively. The algorithm allocates |7yny] number of data
points 3 to each cluster in a round-robin fashion as follows. Let {c, ca, ..., cx} be a random
ordering of the cluster centers. At each round ¢, each center c¢; picks the data point x; of
its preferred choice from Xy i.e. QZA)(:EZ) = j. Once the 7y fraction of data points are assigned
to the centers, i.e., after 7yny, number of rounds, the allocation of remaining data points
is set to its original assignment ¢. Note that this algorithm will certainly satisfy T-ratio
fairness as, in the end, the algorithm assures that at least 7, fraction of data points are
allotted to each cluster for a protected group value £. We defer to theoretical results to

assert the quality of the clusters. The runtime complexity of Algorithm 2 is O(knlogn)

3For the sake of simplicity, we assume 7yn, € N and ignore the floor notation.
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as step 4 requires the data points to be sorted in the increasing order of their distances

with the cluster centers.

3.5 Theoretical Results

We now provide the theoretical guarantees of FRACop with respect to 7-ratio fairness.

We begin by providing guarantees for maximally balanced clusters, i.e. 7, = 1/k V¢ € [m)].

3.5.1 Guarantees for FRACyg for 7={1/k}",

Theorem 3.11. Let k = 2 and 7, = ¢ for all £ € [m]. An allocation returned by
FRACoE guarantees T-ratio fairness and satisfies 2-approzimation guarantee with respect

to an optimal fair assignment up to an instance-dependent additive constant.

Proof. Correctness and Fairness: Clear from the construction of the algorithm.
Proof of (approximate) Optimality: We will prove 2-approximation with respect to
each value ¢ of protected group separately.

We now show that FRACogr(T) < 2 OPTassign(T) + ¥, where FRACog(T) and
OPT assign(T) denote the objective value of the solution returned by FRACpg and
optimal assignment algorithm respectively on given instance 7 = (C,X). Let 9 :=
2sup, yex d(x,y) be the diameter of the feature space. We begin with the following useful

definition.

Definition 3.8 (Bad Assignments) ]

Let C; and Cy represent the set of data points assigned to ¢; and cy by optimal

assignment algorithm® The " round (i.e. assignments g; to ¢; and h; to cp) of
FRACog is called

o 1-bad if exactly one of 1) g; ¢ C; or 2) h; ¢ Cs is true, and
e 2-bad if both 1) and 2) above are true.

Furthermore, a round is called bad if it is either 1-bad or 2-bad and called good

otherwise.

“Note that an optimal fair allocation need not be unique. Our result holds for any optimal fair
allocation.

Let all incorrectly assigned data points in a bad round be called bad assignments. We
use the following convention to distinguish between different bad assignments. If g; ¢ C;
holds, we refer to it as type 1 bad assignment, i.e. if data point g; is currently assigned
to C1 but should belong to optimal clustering Co. Similarly, if h; ¢ Co holds, it is a type
2 bad assignment, i.e. h; should belong to optimal clustering C; but is currently assigned
to ¢o. Hence a 2-bad round results in 2 bad assignments one of each type i.e. g; ¢ C; and

hi ¢ Ca. In summary, each 1-bad round can have either type 1 or type 2 bad assignment,
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and each 2—bad round will have two bad assignments each of type 1 and type 2. Finally,
let B be the set of all bad rounds and A be the set of all bad assignments.

[ Definition 3.9 (Complementary Bad Pair) ]

A pair of data points w, z € A such that w is a bad assignment of type ¢t and z is a
bad assignment of type |3 — t| is called a complimentary bad pair if,

1) w and z are allocated in same round (i.e. in a 2-bad round) or

2) if they are allocated in i and j* 1-bad rounds respectively with i < j, then
z is the first bad assignment of type (3 — ¢) which has not been yet paired with a

complementary assignment.

Lemma 3.12. If ny is even, every bad assignment in the allocation returned by FRACog
has a complementary assignment. If ny is odd, at most, one bad assignment will be left

without a complementary assignment.

Proof. Let B = B1U B>, where B, is a set of t-bad rounds. Note that the claim is trivially
true if By = ). Hence, let |B;| > 0 and write By = By ; U Bj 2. Here By is a 1-bad round
that resulted in type ¢ bad assignment. Let H;; be the set of good assignments of type ¢
(i.e. correctly assigned to the center ¢;) allocated in 1-bad rounds.

When ny is even, |Ci| = |C2| we have |By 2| + |Hi,1| = |B1,1| + |H12|. This is true because
one can ignore good rounds and 2-bad rounds as every 2-bad round can be converted into a
good round by switching the assignments. Further observe that, as FRACog assigns two
data points per round and each round results in exactly one bad assignment and exactly
one good assignment, we have |H1 ;| = | B 3_y)|. Together, we have [B1 1| = % =
|B1,2|. When ny is odd, we might have one additional data point left in the last 1-bad
round that is not being assigned any complementary data point. This completes the proof

of the lemma. O

We will bound the optimality of 1-bad rounds and 2-bad rounds separately.

Bounding 1-bad rounds: When ny is even, from Lemma 3.12, there are even numbers
of 1-bad rounds; two for each complimentary bad pair. Let the 4 data points of
corresponding two 1-bad rounds be G; : (z,h;) and G} : (gi,y) as shown in Figure
3.2a. Note that z € C; and y € Cp i.e. both are good assignments and g¢; ¢ Ci,
h; ¢ Cy are bad assignments. Now, consider an instance 7; = {C,{z, h;,g;,y}}, then
OPT assign(Ti) = d(x,c1) + d(hi, c1) + d(gi, c2) + d(y, c2). We consider, without loss of
generality, that the round G; takes place before G; in the execution of FRACpg. The
proof is similar to the other case. First note that since FRACpg assigns h; to cluster 2

while both g; and y were available, we have

d(hi,c2) < d(gi,c2) and d(h;, c2) < d(y,c2) (3.16)
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Figure 3.2: Different cases for £ = 2. (a) Shows two 1-bad rounds with four assignments
such that x, y are good assignments and allocated to the optimal center by algorithm,
whereas g; and h; are bad assignments with an arrow showing the direction to the optimal
center from the assigned center. (b) Shows four bad data points such that g;, g, are
assigned to ¢; but should belong to ¢z in optimal clustering (the arrow depicts the direction
to optimal center). Similarly, h;, h; should belong to ¢; in optimal clustering.

So,
FRACox(T7) (3.17)
= d(z,c1) + d(hi, e2) + d(gi, 1) + d(y. c2) (3.18)
< d(z,c1) + d(hi, c2) + d(gi, c2) + d(c1, c2) + d(y, c2) (. triangle inequality)
< d(z, 1) + d(hg, c2) + d(gi, c2) + d(hi, c2) + d(hi, c1) + d(y, c2) (3.19)
< d(z,c1) + d(y, c2) + d(gi, c2) + d(gs, c2) + d(hi, 1) +d(y,c2) (. Equation. 3.16)
<2 OPT assign(Ti) (3.20)

If ny is odd, then all the other rounds can be bounded using the above cases except one
extra 1-bad round. Let the two data points corresponding to this round G; be (g;,y).
Thus, FRACog(Ti) < 20PT assign(Ti) + U. Here 9=2sup, ,cx d(7,y) is the diameter of

the feature space.

Bounding 2-bad rounds: First, assume that there is an even number of 2-bad rounds.
In this case consider the pairs of consecutive 2-bad rounds as G : (g;, h;) and G = (gi, h')
with G;- bad round followed by G; (Figure 3.2b). Note that g;, g; € Co and h;, b, € C1. Now
consider instance T; = {C,{gi, g, hi, b} }, then , OPT gssign(Ti) = d(hi,c1) + d(h, c1) +
d(gi,c2) + d(g}, c2). As a consequence of the allocation rule used by FRACopg, we have

d(gi,c1) < d(hi,c1), d(gi,c1) < d(hl,cr),d(hi,c2) < d(g}, c2) and d(h;, ca) < d(h, c2).
(3.21)

Furthermore,

FRACoEr(T;:) = d(gi,c1) + d(g;, c1) +d(hi, c2) + d(h;, c2) (3.22)
<d(hj,c1) +d(h},c1) + d(g;,c2) + d(hi,ca) (. using Equation 3.21)
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<d(hi,c1) +d(h},c1) +d(g., co) + d(hl, c1) + d(eq, co)

(" triangle inequality)
< d(hi, e1) +d(hi, c1) + d(g;, c2) + d(hi, c1) + d(gi, c1) (3.23)
+ d(gi, c2) (" triangle inequality)
< d(hi,c1) + d(h},c1) + d(g;, c2) + d(hj, c1) + d(h;, 1) (3.24)
+ d(gi, c2) (.- using Equation 3.21)
< 2d(h;,c1) + 2d(h}, c1) + d(gi, c2) + d(g;, c2) (3.25)
< 20PT assign(Ti) (3.26)

If there are odd number of 2-bad rounds then, let G = (g;, h;) be the last 2-bad round. It is
easy to see that FRACog(T;) —OPT assign(Ti) = d(gi, c1)+d(hi, c2) —d(gi, c2) —d(hi, c1) <
d(gi, Cl) + d(hi, CQ) < 1. Thus,

r/2 FRACogr(T:) if even no. of 2-bad rounds
FRACop(T) = @12 J (3.27)
il FRACoE(T)) +19 Otherwise
lr/2]
< 2 Z OPT@SSign(ﬁ) + ¥ = 2OPTassign(T) + 9 (328)
i=1

Here, r is the number of 2-bad rounds. and ¥=2sup, ,cr d(,y) is the diameter of the

feature space. O
Corollary 3.13. For k =2 and 7y = % for all ¢ € [m], we have FRACog(Z) < (2(ﬁ +

2)OPT ciust(I) + 19) -approximate where 5 is approximation factor for vanilla clustering

problem for any given instance L.

The above corollary is a direct consequence of Lemma 3.8 and the fact that
FRACOE(C',X) < FRACpg(C,X). Here, C,C are centers of vanilla clustering and
fair clustering obtained by FRACqog, respectively. The result can easily be extended

2k—1

for k clusters to directly obtain -approximate solution with respect to 7-ratio fair

assignment problem.

Theorem 3.14. When 1, = % for all £ € [m], an allocation returned by FRACop for
given centers and data points is T-ratio fair and satisfies 2k=1_approzimation guarantee
with respect to an optimal T-ratio fair assignment up to an instance-dependent additive

constant.

Proof. In the previous proof, we basically considered two length cycles. Two 1-bad
allocations resulted in one type of cycles, and one 2-bad allocations resulted in another
type of cycle. When the number of clusters are greater than two, then any 2 < q < k
length cycles can be formed. Without loss of generality, let us denote {ci,c2,...,¢,} as

the centers that are involved in forming such cycles. Further denote by set XZ to be the
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Figure 3.3: Visual representation of set Xl-j and cycle of length ¢ for Theorem 3.14. The
arrow represents the direction from the assigned center to the center in optimal clustering.
Thus, for each set X! we have ¢; as the currently assigned center and c; as the center in
the optimal assignment.

set of data points that are allotted to cluster ¢ by FRACpg but should have been allotted
to cluster j in an optimal fair clustering. The ¢ length cycle can then be visualized in
Figure 3.3 with an arrow pointing towards the optimal cluster. As the cycle is formed with
respect to these data points, we have |X{| = |X3] = ... = |XZ7!| The cost by FRACog

algorithm is then given as:

Z Z d(z,c) + Z d(z,c1) (3.29)

=2 gex!™! zeX]

<2 Z d(z,cq) + Z d(z,co) + 0 +zq: Z d(z, c;) (3.30)

x6X21 zeX? 1=3 xEXZ_l

<2( Z d(z,c1) +9) + 22 Z d(x,co) + Z d(x,c3) + ¢ —|—zq: Z d(z,¢;)

zeX] zeX? zeX{ =4 gexi™!
(3.31)

<2171 Eq: > d(zcic)+ > d(w,cq) | +29 (3.32)

Here, the first inequality follows by exchanging the data points in X4 and X{ using
Theorem 3.11. As the maximum length cycle possible is k, we straight away get the proof

of 2F~1- approximation. O

Next, in contrast with Theorem 3.14 which guarantees a 4-approximation for k = 3, we
show that one can achieve a 2-approximation guarantee. The proof of this result relies
on explicit case analysis. As the number of cases solved increases exponentially with k,
one needs a better proof technique for larger values of k. We leave this analysis as an

interesting future work.

Theorem 3.15. For k=8 and 7y = % allocation returned by FRACog with arbitrary

centers and data points is 2-approximate with respect to optimal T-ratio fair assignment.
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Proof. We will here find the approximation for k = 3 using a number of possible cases
where one can have a cycle of length three. Let the centers involved in this 3-length
cycle be denoted by ¢;, c;, and ¢. Note that if there is only one cycle involving these
three centers, then it will lead to only constant factor approximation. The challenge is
when multiple such cycles are involved. Unlike k& = 2 proof, here we bound the cost
corresponding to each cycle with respect to the cost of another cycle. The three cases
shown in Figure 3.4 depicts multiple rounds when the two 3-length cycles can be formed.
In the figure, if ¢; is taking a data point from ¢; it is denoted using an arrow from ¢; to
¢j. It can further be shown that it is enough to consider these three cases. Further, let

Ti ={C{xi, v}, vk, gi, 95, 9k} } and T = {C', {yi, Yj, Y, 9i» ;> 95} } denote the two cycles.

/N N’

Gi xie Xjeo gke Gi *ie gie gke
G Yie Yie gke G Yie die gke
H; gi® g® xc® H: g® x® x.® : ~
~—— = & "N
H; ge 93’ Yk ® H; de Y"/b Gi Yi®  yi®  y®
i §
—_—o—0o0—
o - —0—o—o0— —O0——O0—0—
[ cj ck Ci Cj Ck

(a) (b) (c)

Figure 3.4: Different use cases for 3-length cycle involving k=3 clusters (a) Case 1:
Two-three length cycle pair (G;, H;) and (G}, H]) (b) Case 2: Second possibility of
two-three length cycle pair (G;, H;) and (G}, H!) (c¢) Case 3: Three length cycle pair
(Gi, GY).

Case 1: In this case, we bound the rounds shown in Figure 3.4(a). Let, one cycle completes

in rounds G;, H; (i.e. using points from 7;) and another cycle completes in rounds G}, H/

(using points from 7). Then,

OPTassign(ﬁ) = d(x’u Cj) + d(xja Ck) + d(gka Ck) + d(gi7 Ci) + d(gja Cj) + d(xk:a Ci) (333)
OPT assign(T7) = d(yi, ;) + d(yj, cx) + d(gg, c) + d(gi, ¢i) + d(g}, ¢j) + d(yg, ci)  (3.34)

Further,

FRACOE('E) = d(l’i, Ci) + d(l‘j, Cj) + d(gk, Ck) + d(gi, Cz‘) + d(gj, Cj) + d(l‘k, Ck) (3.35)
< d(g;,ci) +d(g), ¢;) + d(gr, cx) + d(gi, i) + d(gj, ¢) + d(zg, cr)  (3.36)

Now,

d(.ka, Ck) < d(l‘k, CZ‘) + d(Ci, Ck) < d(l’k, Cz‘) + d(ci, Cj) -+ d(Cj, Ck) (337)
<d(zy,c;) + d(z;, ¢;) + d(z4, ¢5) + d(zj, ¢j) + d(xj, cx) (3.38)
< d(zy,c;) + d(yg, ¢i) + d(xs, ¢j) + d(yi, ¢) + d(xj, cx) (3.39)
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Combining the above two, we get:

Thus, the cost of each cycle can be bounded by the sum of the optimal cost of its own
and the optimal cost of the next cycle. If we take sum over all such cycles, we will get
2-approximation result plus a constant due to the last remaining cycle.

Case 2: In this case, we bound the rounds shown in Figure 3.4(b). The optimal

assignments will be

(xi,¢) +d(gj,¢j) + d(gr, ci) + d(gs, ¢i) + d(zj, ci) + d(zg, ¢;) (3.41)
(yi> ¢j) + d(gj, ¢j) + d(gy, c) + d(gi, ci) + d(y;, k) + d(yp, i) (3.42)

FRACog(Ti) = d(zi, ¢;) + d(g;, ¢j) + d(g, ck) + d(gi, ¢i) + d(zj,¢j) + d(xp, ci)  (3.43
< d(g;, ci) + d(gj, ¢5) + d(grs cx) + d(gis ¢i) + d(yr. ¢j) + d(wg, ) (3.44
< d(g;, ci) + d(gj, ¢j) + d(gr cx) + d(gis i) + d(yr, ¢;) +d(ys, cx) (345
< d(g;, ci) + d(gj, ¢j) + d(gr cx) + d(gis i) + d(yr, i) +d(ci cj)+ (346

d(@i, ;) + d(y;, cx)
< d(g;, ci) + d(gj, ¢;) + d(gr, c) + d(gis ¢i) + d(yr, ¢i) + d(ap, ¢;)+
d(@i, ;) + d(y;, ck)
< d(g;, ci) + d(gj, ¢;) + d(gr, c) + d(gis ¢i) + d(yr, ¢i) + d(ap, ¢;)+

(3.43)
(3.44)
(3.45)
(3.46)
(3.47)
< d(g;, ci) + d(gj, ¢j) + d(gr cx) + d(gis i) + d(yr, i) + d(xi, i)+ (3.48)
(3.49)
(3.50)
(3.51)
(3.52)
d(wi, ¢j) + d(yj, c) + d(xj, ck) + d(yi, ¢j) + d(gj, ¢) + d(gk, cx) (3.53)

Combining the above two, we get:
FRACOE(%) < OPTassign(ﬁ) + O,PTassign(ﬁ,) (354)

Case 3: Here again, we will have two allocation rounds, namely G}, G; as shown in Figure

3.4 (c). It is easy to see that for this case,
FRACoE(G;) < OPT assign(T;) (3.55)
This completes the proof for k = 3. O

The following proposition proves that 2-approximation guarantee is tight with respect to
the FRACog algorithm.

Proposition 3.16. There is an instance with arbitrary centers and data points on which
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FRACoE achieves 2-approzimation with respect to the optimal assignment.

N points N points N points N points N points N points

:1 :2 ;3 ;i E, C;
—> —> L —> —> —>
) 5 S A

Figure 3.5: The worst case example for fair clustering instance.

Proof. The worst case for any fair clustering instance can be the situation wherein rather
than choosing the data points from the center’s own set of optimal data points, it prefers
data points from other centers. One such example is depicted in Figure 3.5. In this
example, we consider k centers. For each of these centers, we have a set of n optimal data
points that are at a negligible distance (say zero), and these sets are denoted by X; for
center ¢; except the last center c;. The set of optimal data points for center ¢ is located
at a distance A such that A= (k — 1)d where ¢ is the distance between all the centers.
Now, we will approximate the tightest bound on the cost. In the optimal assignment, each
cluster center will take data points from its optimal set of data points. Thus, the optimal

cost can be summed up as

OPTassign = Z d(xla Cl) + Z d(ajh CQ) +... Z d(ajza Ck) (356)

x; €X1 r;€X2 x; €EXp
—0+0+0+nA (3.57)

If one uses round-robin based FRACpg to solve an assignment problem, then at the start
of t = 0™ round, each of the set X; has n data points. Now since A is quite large as
compared to d so ¢ will prefer to choose data points from the set of previous center cp_1.
The remaining centers will take data points from their respective set of optimal data points
as those data points will have the least cost. This type of assignment will continue until

all the data points in set Xj;_1 get exhausted. Thus, the cost after n/2 rounds will be

Cost) = Z d(xzi,c1)+ ...+ Z d(x;,cp—1) + Z d(x;, cx) (3.58)

xr;€X1 T, €Xp_1 T, €Xp_1

5
:0+0+0+%7 (3.59)

Now, as all the data points in set X;_; are exhausted, both c¢;_; and ¢; will prefer to
choose the data points from set Xj._s. The other centers will still continue to choose
the data points from their respective optimal sets. It should be noted that now § data

points are left with the center Xj_o that are being distributed amongst 3 clusters. Such
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assignments will take place for the next & rounds, and after that, the set Xy o will get

exhausted. The cost incurred to different centers in such an assignment will be

Costyg = Z d(mi, Cl) + ...+ Z d(.%i, Ck_g) + Z d(.%’i, Ck:—l) (3.60)
r,€X1 T, €EX)_o T €EXp_o
+ > d(wicr) (3.61)
z;€Xp_2
nd  2nd
= — + — 3.62
c T 6 (3.62)
3nd nod
= ? =5 (3.63)

It is easy to see that the additional cost that is incurred at each phase will be %5 until

the only left-out data points are from Xj. The total number of such phases will be k£ — 1.

Thus, exhibiting a cost of M

. Further, at the last round all the data points from
X need to be equally distributed amongst X, Xo,..., X, incurring the total cost of
(k=1)0+A+(k—-2)0+A+...+0+ A+ A)F. Thus, the total cost by FRACog is
given as:

n(k —1)o0

CostrrAC,y = +((k—1)0+A4+(k—2)0+A+...+0+A+ A)% (3.64)

2
~n(k—1)5  nk(k—-1)6 nkA
= 5 + o +— (3.65)
— n(k — 1)5 + nA (3.66)
= 2nA (3.67)
O

Research gap: Theorem 3.14 suggests that the approximation ratio with respect to the
number of clusters k£ can be exponentially bad. However, our experiments show—agreeing
with our finding on small values of k(< 3)—that the performance of FRACog does not
degrade with k. To assert a 2-approximation bound for general k, a novel proof technique
is needed, and we leave this analysis as an interesting future work. We conclude with the

following conjecture.

Conjecture 3.17. FRACpg is 2-approximate with respect to optimal T-ratio fair

assignment problem for any value of k.

We note that FRACpg uses vanilla k-means/k-median algorithm followed by one round
of fair assignment procedure. It is left to show that the output of the returned by the
FRACog algorithm indeed converges to approximately optimal 7-ratio allocation in finite
time. Convergence guarantees of vanilla clustering algorithms are well known in the
literature ([182, 183, 184]). As a fair assignment procedure, it performs corrections for all
available data points only once. Thus, FRACog is bound to converge. This gives us the

following lemma.

Lemma 3.18. FRACoE algorithm converges.
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3.5.2 Guarantees for FRACyg for general 7

Given an instance 7, centers C, and set of data points X, we start with a simple
observation that problem of solving 7-ratio fair assignment can be divided into two

subproblems:

1. Solving optimal 1/k-ratio fair assignment problem on subset of data points X1 € X
such that [X1| = 3se,) bene.

2. Solving optimal fair assignment problem on X, € X \ X; without any fairness

constraint.

Let us denote the first instance by 7'/ and second instance with 7°, i.e. T/* = {X;,C}
and 79 = {X,,C}.

1/k
Ty Ty

x 1fo

Figure 3.6: Set of data points X divided into instance 7'/% and 7°. Further the instances

7}1/ ¥ and 7}0 are depicted in the same set of data points X leading to formation of regions
P Q,R.

Lemma 3.19. There exist two separate instances T/* with T={1/k}}", and T° with
T={0}}", such that solving the fair assignment problem on instance T can be divided into
solving fair assignment on these two instances, i.e., OPT qssign(T) = OPTassign(Tl/k) +
OPT assign(TP).

Proof. The T instance requires that each cluster should have at least 7yny number of data
points for each protected group value. The remaining data points can be allocated in
an optimal manner without any fairness constraint. Therefore in an optimal assignment,
there exists a set X7 such that [ XOPT| = S| 7yn,k that satisfies the 7—ratio fairness
with 7 = 1/k V¢ € [m]. O

Let X{ be the set of data points that are allocated in line number 4 by Algorithm 2.
Further, let 7}1/ " be an instance to T-ratio fair assignment problem with 7 = {1/k}}2, and
consisting of data points X{ and 7}0 be instance when 7={0}}>, by FRACog (depicted
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in Figure 3.6). Then, our next lemma shows that the partition returned by FRACgop is

the optimal one.

Lemma 3.20- OPTasstgn(Tfl/k) + OPT{ISS’LQH(TfO) S OPTasszgn(Tl/k) + OPTasslgn(To)
for any partition TY* and TO. Thus, OPT assign(T) = (’)777-@551‘9”(7}1/’6) +
OPTassign (7-})) .

Proof. Let optimal fair assignment on the set of data points X create a partition along
the axis given by line ¢ in Figure 3.6. This partition gives us two set of instances 71/%,
70 (as described earlier). Further, FRACog achieves a partition along axis given by
line ¢5 denoted by 7}1/ k, 7']? Now region () contains the data points in the overlap of
Tk and 7}1/ ¥ As we are talking about the optimal assignment problem, these data
points will be assigned to the same centers and hence we can ignore these data points
for further analysis. Let the data points allocated to any center ¢; in 7}1/ k by FRACoEg
in set R be R; = {x1,22,23,... ,xmj} and data points allocated to c¢; in partition P be
P; = {y1,¥2,93,---,Ym, }- Also, let g : R; — P; be a mapping function that maps any
data point x; assigned to center j with 7}1/ * to some data point y; assigned to same
center when partition under consideration is 7%*. Then, we have (9737'&552-9”(7}1/ k) <
FRACop(T;") = Yk, S d(ws, ¢5) < S5y S d(yis ¢j) = OPTassign(T*). This
is because for each x; € R;,Jy; € P; such that despite point y; being available to
center c;, it chose the point x;. As other data points have no such constraint, we have,
OPT assign(TF) < OPT assign(T°).

O

Theorem 3.21. For k=23 and any general T vector, an allocation returned by FRACog
guarantees T-ratio fairness and satisfies (2(8 + 2)OPT qust)-approzimate guarantee with
respect to a fair clustering problem where [ is approximation factor for the wvanilla

clustering problem.

Proof. With the help of Lemma 3.19 the cost of FRACpog on instance 7; can be computed
as,

FRACog(T) = FRACog(T;/") + FRACos(TP) (3.68)

Now, from previous Section 3.5.1, FRACOE('E}/k) < 2(9737'assign(7}1/k).

Also, as 7}0 is solved for 7={0}}", i.e. assignment is carried solely on the basis of
vanilla clustering (k-means/k-median), we have FRACOE(’GO) = OP’Tassign(ﬁo) <
2(’)737'assz‘gn(7']9).

Equation 3.68 becomes,

FRACOE(T) < 20PT assign(T;"*) + 20PT assign(TF) (3.69)
S 2(973,7’asszgn (T) (using Lemma 319)
S 2(5 + 2)(Dlplrclust(z) (using Lemma 38)

O]
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3.6 Fair Round Robin Algorithm for Clustering (FRAC) —A
Heuristic Approach

We now propose another algorithm, a general version of FRACogr where the fairness
constraints are satisfied at each allocation round: Fair Round-Robin Algorithm for
Clustering FRAC (described in Algorithm 3). FRAC runs a fair assignment problem
at each iteration of a vanilla clustering algorithm. This may lead to the shuffling of data
points, affecting the position of next-step cluster centers. Also, modifying allocation does

not preserve the convergence guarantee of the vanilla clustering algorithm.

Algorithm 3: 7-FRAC
Input: set of data points X, number of clusters k, fairness requirement vector T,
range of protected group m, clustering objective norm p

Output: cluster centers C' and assignment function ¢
Choose the random centers as C
while UntilConvergence do

for each z; € X do

‘ ¢(x;) = argmin,, d(x;, ¢

end

(C,¢) = FAIRASSIGNMENT(C, X, k, 7, m, p, $)
end

Therefore, it is theoretically hard to analyze FRAC as it is an in-processing algorithm,
and each round’s allocation depends upon previous rounds, i.e., the rounds are
not independent. However, in experiments, we see that FRAC performs better
than FRACpg, and baseline methods on a wide range of real-world datasets. We
experimentally show the convergence of both FRAC and FRACgog on real-world datasets.
These empirical results suggest that either the worst-case instances for FRAC are
unrealistic or a significantly different proof technique is needed to show the convergence
guarantee. We leave this as an interesting future direction. As both FRACpg and FRAC
solve the fair assignment problem on top of the vanilla clustering problem, one can use

them to find fair clustering for center-based approaches, i.e., k-means and k-median.

3.7 Experimental Result and Discussion

We validate the performance of the proposed algorithms against state-of-the-art (SOTA)

approaches across many benchmark datasets listed below:

o Adult? (Census)- The data set contains information of 32562 individuals from
the 1994 census, of which 21790 are males and 10771 are females. We choose five
groups as feature set: age, fnlwgt, education_num, capital_gain, hours_per_week. The
binary-valued protected group is sex, which is consistent with prior literature [42,
12, 11, 10]. The dataset ratio is 0.49.

“https://archive.ics.uci.edu/ml/datasets/Adult
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Bank®- The dataset consists of marketing campaign data of a Portuguese bank.
It has data of 41108 individuals, of which 24928 are married, 11568 are single, and
4612 are divorced. We choose six groups as the feature set: age, duration, campaign,
cons.price.idx, euribor3m, nr.employed. The ternary-valued feature ‘martial status’
is chosen as the protected group to be consistent with prior literature, resulting in a
Balance of 0.18 [42, 12, 11, 10].

Diabetes®- The dataset contains clinical records of 130 US hospitals over ten years.
There are 54708 and 47055 hospital records of males and females, respectively.
Consistent with the prior literature, only two features: age, time_in_hospital are
used for the study [42]. Gender is treated as the binary-valued protected group
yielding a Balance of 0.86.

Census IT'- It is the largest dataset used in this study containing 2458285 records
from of US 1990 census, out of which 1191601 are males, and 1266684 are females.
We chose 24 groups commonly used in prior literature for this study [12, 10]. Sex is

the binary-valued protected group. The dataset ratio is 0.94.

Dataset

Name

Protected

Feature
# Group

Attribute

Protected
Group

Dataset
Ratio

Protected G
#Cardinality rotecte ‘ ‘r0up

) . Composition
Cardinality

Adult

21790 10771

gender binary - 0.49

(Census)

males

females

marital
Bank
status

24928

ternary .
married

11568 4612
unmarried divorced

0.18

Diabetes 101763 2 gender

54708

binary males

47055

females

- 0.86

Census 1T

bi 1191601 1266684
inar, _
Y males females

2458285 24 gender 0.94

Table 3.1: Characteristics for real-world datasets commonly used in the evaluation of
fair clustering algorithms. Number of feature groups excludes protected group and for
complete list of feature groups see Section 3.7.

The dataset characteristics are summarized in Table 3.1. We compare the application of

FRAC to k-means and k-median against the following baseline and SOTA approaches

Vanilla k-means: An Euclidean distance-based k-means algorithm that does not

incorporate fairness constraints

Vanilla k-median: An Euclidean distance-based k-median algorithm that does not

incorporate fairness constraints.

Bera et al. [12]: The approach solves the fair clustering problem through an LP

formulation. Fairness is added as an additional constraint in the LP by bounding

s‘https: //archive.ics.uci.edu/ml/datasets/Bank+Marketing
Shttps://archive.ics.uci.edu/ml/datasets/Diabetes+130-US-+hospitals+for+years+1999-2008
"https:/ /archive.ics.uci.edu/ml/datasets/US-+Census+Data+%281990%29
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the minimum (minority protection see Definition 3.3) and maximum (restricted
dominance see Definition 3.4) fraction of data points belonging to the particular
protected group in each cluster. Due to the high computational complexity of the
k-median version of the approach, we restrict the comparison to the k-means version.
Furthermore, the algorithm fails to converge within a reasonable amount of time

when the number of clusters is greater than 10 for larger datasets.

o Ziko et al. [10]: This approach formulates a regularized optimization function
incorporating clustering objective and fairness error. It does not allow the user to
give an arbitrary fairness guarantee but computes the optimal trade-off by tuning a
hyper-parameter A\. We compare against both the k-means and k-median versions
of the algorithm. We observed that the hyper-parameter A is extremely sensitive to
the datasets and the number of clusters. Further, tuning this hyper-parameter is
computationally expensive. We were able to tune the value of A in a reasonable
amount of time only for adult and bank datasets for k-means clustering and a
varying number of clusters. Due to the added complexity of k-medians, we were
able to fine-tune A only for the adult dataset. For the other cases, we have used
the hyper-parameter value reported by Ziko et al. (we refer to this as Ziko et al.
(untuned) version). We have used the same value across varying numbers of cluster
centers. The paper does not report any results for the diabetes dataset; we have
chosen the best \ value over a single run of fine-tuning. This value is used across all

experiments related to the diabetes dataset.

o Backurs et al. [11]: This approach computes the fair clusters using fairlets in an
efficient manner and is the extension of Chierichetti et al. [42]. This approach can
only be integrated with k-median clustering. Further, we could not compare against
k-median version of Chierichetti et al. [42] due to high computational (O(n?)) and
space complexities. We offset this comparison using Backurs et al. [11] that gives us

better performance than Chierichetti et al. [42].

We use the following popular metrics in the literature for measuring the performance of

the different approaches.

o Objective Cost: We use the squared Euclidean distance (p = 2) as the objective

cost to estimate the cluster’s compactness (see Definition 3.1).
« Balance: The Balance is calculated using Definition 3.2.

o Fairness Error [10]: It is the Kullback-Leibler (KL) divergence between the

required protected group proportion 7 and achieved proportion within the clusters:

FE(C) = Z Z —7¢log <q£> where qp = (inecj Hple:) = O) (3.70)
]

Cjec tefm e Yaex Lp(xi) = 1)
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The 7 vector in fairness error captures the target proportion in each cluster for different
protected groups ¢ € [m]. It is similar to the input vector 7 for FRAC and FRACog.
In Bera et al. [12], the target vector is denoted by § (refer Section 3.7.3 for details on the
parameter §). We report the average and standard deviation of the performance measures
across 10 independent trials for every approach. The code for all the experiments is
publicly available®. We begin the empirical analysis of various approaches under both
k-means and k-median settings for a fixed value of k (=10) in line with the previous
literature. The top and bottom rows in Figure 3.7 summarize the results obtained for the
k-means and k-median settings, respectively.

Observation for k—means:

o Ziko et al. [10] achieves the lowest objective cost but with poor performance on both

the fairness measures.

e« FRAC and FRACpg achieves maximum Balance and zero fairness error with

significantly lower objective cost compared to Bera et al. [12].

K-Means
Objective Cost / Vanilla Cost
Balance

Fairness Error

o o o
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Figure 3.7: The plot in the first row shows the variation in evaluation metrics for k=10
clusters. The objective cost is scaled against vanilla objective cost. For Ziko et al., the A
values for k-means and k-median are taken to be the same as in their paper. The second
row comprises plots for k-median setting on the same k value. It should be noted that
Backurs et al. do not work for bank dataset which has a ternary valued protected group.
The target Balance of each dataset is evident from the axes of the plot. (Best viewed in
color).

Observations for k—median setting:

o Backurs et al. [11] results in fair clusters with high objective cost.

Shttps://github.com/shivi98g/Fair-k-means-Clustering-via- Algorithmic-Fairness
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Figure 3.8: The line plot shows the variation of evaluation metrics over a varying number
of cluster centers for k-means setting. The hyper-tuned variation of Ziko et al. is available
only for adult and bank datasets due to expensive computational requirements. For other
datasets, the hyper-parameter X\ is taken the same as that is reported in Ziko et al.
paper, i.e. A=9000, 6000, 6000, 500000 for Adult, Bank, Diabetes and Census II datasets
respectively. For similar reasons, Bera et al. results for Census-II are evaluated for k=5
and k=10. (Best viewed in color).

o Ziko et al. [10] achieves better objective costs trading off for fairness.

e FRAC and FRACpEg obtain the least fairness error and a Balance that is equal to

the required dataset ratio (17, = %) while having comparable objective cost.

3.7.1 Comparison across a Varying Number of Clusters (k)

In this experiment, we measure the performance of the k-means version of the different
approaches across all the datasets as the number of clusters increases from 2 to 40. Figure
3.8 summarizes the results obtained for 2, 5, 10, 15, 20, 30, and 40 number of clusters on

all datasets. For the largest dataset, Census-1I, results are obtained for only k¥ = 5 and
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k = 10 due to the large time complexity of solving the LP problem.

Observations:

o Bera et al. [12] maintains fairness but with a much higher objective cost and fails to

return any solution for k = 2.

o Ziko et al. (tuned) objective cost is close to vanilla k-means on the Adult and Bank

datasets but at significant deterioration in fairness metrics.

o Ziko et al. (untuned) has high objective cost as well as fairness error indicating the

sensitivity to the hyper-parameter A.

e FRAC gives the best result maintaining a relatively low objective cost without

compromising fairness.

e FRACpgr has a marginal cost difference from FRAC with the same fairness

guarantees showing its efficacy.

 Theoretically FRACog show approximation factor of 25~ but the experimental

performance does not degrade with increase in k. This validates our conjecture.
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Figure 3.9: The line plot shows the variation of evaluation metrics over varying data set
size for k(=10)-means setting. The hyper-parameter A=500K is taken the same as that is
reported in the Ziko et al. paper for the Census-II dataset due to expensive computational
requirements. For similar reasons, Bera et al.’s results for Census-1I are evaluated at up to
500K. The target balance for Census-II is evident from plot axes, and the complete data
set size is 245.82 x 10*. (Best viewed in color).

3.7.2 Comparison across Varying Data Set Sizes

In this experiment, we measure the performance of k(=10)-means the version of different
approaches as the number of data points in the dataset increases. For this experiment,
we use the largest data set, Census-II. Figure 3.9 shows the plots for evaluation metrics
on varying dataset sizes increasing from 10000 to a complete size of 2458285 data points.
Due to the high computation requirements for Bera et al. [12] (refer Section 3.7.4), we
limit the results up to 500k data points. For Ziko et al., owning to high tuning time (refer
run time analysis section 3.7.4), we use the hyper-parameter value for Census-II reported
in Ziko et al. i.e. A=500000 for complete dataset.
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Observations:
e Bera et al. maintains strict fairness at higher objective costs.

o Initially, objective cost in Ziko et al. increases with dataset size but decreases on
larger sizes (sensitive to hyper-parameter), but at significant degradation in fairness

metrics.

e FRAC and FRACpg achieve strict fairness guarantees with a slight increase in

objective cost from vanilla clustering.

3.7.3 Additional Analysis on Proposed Algorithms

In this section, we perform additional studies on FRAC and FRACog to illustrate their

effectiveness.

FRAC vs FRACpg

FRAC uses round-robin allocation after every clustering iteration. On the contrary,
FRACpg applies the round-robin allocation only at the end of clustering. Both
approaches will result in a fair allocation but might exhibit different objective costs. We
conduct an experiment under the k(=10)-means setting to study the difference in the
objective costs for the two approaches. Like other experiments, we conduct this experiment
over ten independent runs and plot the mean objective cost (line) and standard deviation
(shaded region) at each iteration over different runs.

Observations: The plots in Figure 3.10 indicates that FRAC has a lower objective cost
at convergence than FRACpg. The plot for FRACog follows the same cost variation
as that of vanilla k-means in the initial phase, but at the end there is a sudden jump
that overshoots the cost of FRAC (to accommodate fairness constraints). Thus, applying
fairness constraints after every iteration is better than applying it only once at the end.
The plot also helps us experimentally visualize the convergence of both FRAC and
FRACpg algorithms. It may be observed that the change in objective cost becomes

negligible after a certain number of iterations.

Impact of order in which the centers pick the data points

FRAC assumes an arbitrary order of the centers for allocating data points at every
iteration. We verify if the order in which the centers pick the data points impacts
the objective cost. We vary the order of the centers picking the data points for the
k(=10)-means clustering version. We report the objective cost variance computed across
100 permutations of the ten centers. Applying the permutations at every iteration in
FRAC is an expensive proposition. Hence, we restrict the experiment to the FRACog
version. The variance of the 100 final converged objective costs (averaged over ten trials)

is presented in Figure 3.11 (a).
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Figure 3.10: The cost variation over the iterations for different approaches in
k(=10)-means.
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Figure 3.11: (a) Bar plot shows the variance in objective cost over different 100 random
permutations of converged centers returned by vanilla k-means clustering in FRACpg.
(b) k-means runtime analysis of different SOTA approaches on the Adult dataset for k=10.

Observations: It is evident from the plot that the variance is consistently extremely
small for all datasets. Thus, we conclude that FRACpg (and FRAC by extension) is

invariant to the order in which the centers pick the data points.

Comparison for 7-ratio on fixed number of clusters(k)

All the experiments till now considered the Balance to be the same as the dataset ratio
(r¢ = 7). But FRAC and FRACopg can be used to obtain any desired 7-ratio fairness
constraints other than dataset ratio. The results for other 7 vector values on k=10 number
of clusters are reported in Table 3.2. We compare the performance of the proposed
approach against Bera et al. It is only the SOTA approach that allows for the desired
T-ratio fairness in a restrictive manner. Bera et al. reduces the degree of freedom using

6 parameter that controls the lower and upper bound on number of data points needed
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in each cluster belonging to a protected group. Experimentally § can take values only
in terms of dataset proportion r, for protected group ¢ € [m], i.e. with lower bound as
r¢e(1 — ) and upper bound as (%5) . Further, § needs to be the same across all the
protected groups, making it infeasible to achieve different lower bounds for each protected
group. Thus Bera et al. cannot be used to have any general fairness constraints for each
protected group and can act as a baseline only for certain 7, values. In Table 3.2, we
present results for the 7 corresponding to §=0.2,0.8.

Observation: Our algorithms can achieve any generalized T vectors like [0.25,0.12].
Such vectors make more sense in real-world applications, like requiring at least 25% male
and 12% female data points in each cluster. The objective cost obtained by FRAC and
FRACog is comparable to Bera et al., but the work by Bera et al. is extendible to multiple

multi-valued protected groups.

FRA FRA B t al.
Dataset T7- vector RAC RACor craeta
4 N
Objective Cost Objective Cost Value Objective Cost
<0.133, 0.066 > 9804.65 + 221.05 9616.51 + 111.49 0.8 9515.30 £+ 19.94
Adult <0.535, 0.264 > 10010.39 + 211.27  10011.78 4+ 239.73 0.2 9788.73 + 23.32
<0.25, 0.12 > 9870.93 £ 261.24 9714.06 £ 157.45 Cannot be computed
<0.121, 0.056, 0.022 > 9210.38 4 640.76 9043.51 + 461.23 0.2 9588.30 + 48.82
Bank <0.485, 0.225, 0.089 > 10982.63 + 1228.28 11317.61 £+ 1310.32 0.8 8472.65 £ 37.30
<0.25, 0.10, 0.04 > 9548.68 £+ 540.86 9465.35 £ 476.88 Cannot be computed

Table 3.2: k-means objective cost for T-ratio for adult and bank dataset for k=10 clusters.

3.7.4 Run-time Analysis

Finally, we compare the run-time of the different approaches for the k(=10)-means
clustering versions on the Adult dataset. The average run-time over 10 different runs
is reported in Figure 3.11 (b).

Observations:
e Run-time of FRAC is significantly better than the fair SOTA approaches.
o Ziko et al. (tuned) runtime is quite high due to hyperparameter tuning.

o Ziko et al. (untuned) is comparable to vanilla clustering but at deterioration in

fairness (seen in previous sections).

e FRACog has a marginal difference from vanilla runtime as it applies a single round

of fair assignment.

e Bera et al. being LP formulation has higher complexity and requires double the time

of FRAC.

Motivated by Kriegel et al. [185], we further study the runtime behaviour across varying

numbers of data points and varying numbers of clusters. For the scalability study, we
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perform the analysis using Census-II as it is the largest dataset. We use the same

hyper-parameter value (A=500000) for Ziko et al. in this study.

Runtime comparison with number of cluster (k)

In this study, we conduct an experiment to find the variation in runtime as the number of
clusters k varies from 2 to 40. We observe the results for 2,5, 10, 15, 20,30 and 40. From
the results summarized in Figure 3.12, we can observe that Bera et al. has a significantly
high execution time. Thus, we limit the results up to k(=5, 10)-clustering. As pointed out

in the previous section Bera et al., LP fails to converge for k=2.
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Figure 3.12: The line plot shows the variation of runtime over a varying number of clusters
(k) for k-means setting on the complete dataset. The hyper-parameter A=500000 is taken
the same as that is reported in Ziko et al. paper for the Census-1I dataset due to expensive
computational requirements. For similar reasons, Bera et al. results for Census-II are
evaluated for k=5 and k=10. For better visualization, the results are zoomed out for
approaches other than Bera et al. (Best viewed in color).

Observations:
e FRAC(pg has runtime close to vanilla clustering.

e Ziko et al., even in untuned version has runtime close to FRAC. Tuning will result

in a significant increase in overall runtime.

e Bera et al. has significantly higher runtime.

Runtime comparison across varying data set size

We study the scalability of different approaches to increase in the data set size for k=10.
For Bera et al., plots in Figure 3.13 reveal that the run time significantly increases even
with 500,000 data points in the data set. So, we limit the study to this size.

Observations:

o Ziko et al. (untuned) runtime is close to vanilla clustering. However, the gap increases

after a certain dataset size.
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Figure 3.13: The line plot shows the variation of runtime over varying dataset size (up
to complete dataset size of 245.82 x 10%) for k=10-means setting. The hyper-parameter
A=500000 is taken the same as that is reported in Ziko et al. paper for the Census-II
dataset due to expensive computational requirements. For similar reasons, Bera et al.
results for Census-1I are evaluated for dataset sizes of 10,000, 50,000, and 100, 000. (Best
viewed in color).

e FRACoE follows a trend slightly close to vanilla clustering and does not deteriorate

with size, showing its efficiency.

e FRAC has a run time larger than vanilla clustering but is comparable to untuned
Ziko et al..

e Tuning Ziko et al. will result in additional overhead.

3.8 Experimental Validation of Relationships between

Fairness Levels and their Notions

This section validates the established theoretical underpinnings between different group
fairness notions in Section 3.3. This is followed by the relationship between the group and

individual fairness levels.

3.8.1 Relationship between Group Fairness Notions

Now, we empirically examine the relationship between different group fairness notions on
adult and bank datasets. We fix k=10 and consider k-means clustering.

Many existing algorithms achieving group fairness are either limited to binary-protected
groups [42, 11], require extensive hyper-parameter tuning [10, 93], or have high
computational complexities [12, 13, 92, 95, 96]. So, we use our proposed polynomial-time
algorithm FRACpg [44], which supports multi-valued protected group for the study.

The FRACog takes an input value 7, for each protected group value a € [m] (see
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Definition 3.5). We now ask the question - Does satisfying the T-ratio fairness notion
helps to achieve other group fairness notions? To answer this, we vary 7, from 0 to 1/k
(maximum achievable value) and study the induced levels of other group fairness notions.
For simplicity, we fix 7, to be a constant for all possible group values. The results on
both datasets are averaged on five independent runs and plotted in Figure 3.14 along with
standard deviation. From the plots, it is clear that the clusters satisfying 7-ratio fairness
also satisfy high BALANCE guarantees, maintain lesser restricted dominance, and promote

minority protection. The highest value of 7, leads to maximally balanced clusters (dataset

ratio).
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Figure 3.14: Induced group fairness values on k(=10)-means. (Best viewed in color)

We execute the linear program (LP) by Bera et al. [12] formulated to satisfy MP and
RD and observe the 7-ratio fairness level. A remarkable observation is that satisfying MP
and RD can lead to a degenerate value of 7-ratio fairness. This will happen when one
cluster has very few data points from each group (maybe 1), and other clusters contain
more data points, resulting in highly skewed clusters. Skewed clusters can be problematic
in some cases. For example, in problems like direct marketing campaign [181], group
fair clustering can be used to segment customers. Highly skewed clusters might not be
profitable to invest in for customized solutions. However, using 7-ratio fairness guarantees
a minimum number of data points (customers) from each group, i.e., a minimum cluster

size while maintaining Balance (induced). This shows that 7-ratio is a stronger notion.

3.8.2 Relationship between Individual Fair Notions

We next show the connection between individual fairness notions. The results directly

follow from definitions.
Result 3.22 (1). If z; € X is a-PP then z; is also a-AG.

Proof. Since the average value of a set is always larger than the minimum set value, we

have:

Y es(a) A, d(a7))

min d(x;, ¢(x})) < 1S (z)]|

z, €S (z;)
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Therefore, if x; is a-PP fair, then x; is also a-AG fair. O]

3.8.3 Relationship between Group and Individual Fairness Level

The two fairness levels arose independently in fair clustering literature. Nonetheless, many
real-world applications demand satisfying both group and individual fairness. In direct
marketing, the corporate house’s diversity policy necessitates group fairness. But at the
same time, customers might feel discontented if people in their similarity set belong to a
different cluster than their own (hence offering different benefits). Thus, there is a need
to study the relationship between the two levels.

Recent attempts [64, 65] explore this direction and propose instances that show the
conflicting nature of both the fairness levels, i.e., satisfying one might adversely affect the
other. To understand this, consider a dataset with data points split across two far-apart
clusters, with each cluster containing data points from one protected group (as illustrated
in Figure 3.15(a)). Group fair clustering will try to place the cluster centers in between
the two clusters. On the contrary, the original cluster centers will also serve as optimal
individual fair centers when the individual fairness notions depend on distance-based
similarity. Thus, showing both fairness as conflicting problems.

We experimentally study the induced individual fairness effect by trying to satisfy group
fairness. The reverse trend follows without loss of generality. We use k-means version of
FRACog algorithm for k=10. We report the maximum deviation value (i.e., o in a-FR)
and the fraction of data points satisfying the a-FR (Definition 2.6) with a=1 to the total
number of data points. Figure 3.15 (b) shows the mean and standard deviation over five
runs. The plots show that both fairness levels are not strictly in conflict when evaluated on
real-world datasets. They both induce certain levels of fairness in the clusters. For both
datasets, the number of data points having strict individual fairness of having a center
within a given radius increases significantly with an increase in 7. Further, this shows
that very few data points have large violations, i.e., the maximum « value reported limits
to a small set of data points. We study the direction of approximating multiple fairness

levels in next chapter in detail.

3.9 Conclusion

The chapter proposed a novel T-ratio fairness notion. The new notion is a stricter variation
of the existing group fairness notion and admits an efficient round-robin algorithm to the
corresponding fair assignment problem. We also showed that our proposed algorithm,
FRACog, (i) achieves 2(8+2)-approximate solution up to three clusters, and (ii) achieves
2¥=1(3 + 2)-approximate guarantees to general k with 7=1/k for all protected group
values. Current proof techniques for k£ < 3 require intricate case analysis, which becomes
intractable for larger k. However, our experiments show that FRACpgr and FRAC
outperform SOTA approaches in objective cost and fairness measures even for £k >3. We

also prove the cost approximation for the general 7 vector and show convergence analysis
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Figure 3.15: (a) Example illustrating conflicting group and individual fair clustering. Here
C1, Oy are individual fair centers separated by large distance D, and Cf, C) are group fair
centers. (b) Induced a-FR individual fairness values on k(=10)-means.

for FRACog. Other than these, the chapter also experimentally validates the relationship
between 7-ratio and existing group fairness notions. The results on real-world datasets
show that satisfying 7-ratio also ensures Balance, MP and RD properties, showing the
strictness of the proposed notion. We also show that though individual and group level
fairness seems complementary. However, our results on real-world datasets show that using
FRACpg with T-ratio fairness induces a certain level of individual fairness. It motivates
us to carefully investigate multiple levels of fairness, particularly in real-world settings. We
will study this direction in the next chapter on facility location problems. An immediate
future direction is to analytically prove 2(f + 2)-approximation guarantee for general k.
Other interesting future directions include extending the current work to multi-valued
multiple protected groups like the one proposed by Bera et al. [12] or achieving group
fairness in strategic settings [186] or under the presence of noisy feedback for protected

group values [187].



Chapter 4

Balancing Fairness and Efficiency

via Novel Welfare Perspective

Abstract

The Facility Location Problem (FLP) identifies the most suitable facility locations and
assigns agents to different facilities. Recent studies shows evidence of biases in facility
location problem based on agents’ group memberships, such as gender or income, resulting
in adverse consequences. Group fairness ensures that each facility is assigned a minimum
fraction of agents from every group. In order to foster a more individually equitable
allocation of agents to facilities, we adopt a novel formulation motivated by Nash social
welfare instead of considering standard utilitarian or egalitarian approaches. We propose
an efficient and scalable algorithm called FAIRLOC (Fair Algorithm for Facility Location)
that minimizes the product of distances (or costs) of agents to assigned facilities while
obeying group fairness constraints. We theoretically provide approximation bounds on
cost with respect to optimal fair allocation and show that FAIRLOC achieves a quadratic
approximation in the product-based objective function.  With the help of extensive
experimentation of real-world U.S. geography datasets using Open Source Routing Machine
(OSRM) roadmaps, we show that FAIRLOC achieves significantly lower costs and better

group and individual fairness metrics than state-of-the-art methods.

4.1 Introduction

Motivated by the success of achieving group fairness in clustering, we look into a real-world
application of the facility location problem in this chapter. The problem addresses the
practical challenge of determining the most suitable locations for facilities (such as shops,
offices, etc.) to serve the needs of agents (consumers/workers) [188]. Closely related
to clustering, it requires finding facility opening locations (centers) that minimize the
travel time (or cost) for agents (data points) to access the facility. Prior works have even
attempted solving facility location problems using clustering [88]. We build upon this
direction and look into the facility location problem, particularly with agents preferring a

facility closer to them. To understand the need for fairness constraints while identifying

The paper from this chapter is under review.
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optimal locations in FLP, consider the following scenario:- Suppose the federal government
wants to set up k public shelters for refugees across their states. The agents (refugees)
currently are spread around in different locations across these states, and the primary
objective of government planners is to strategically locate the shelters to reduce agents’
distance to assigned facilities. Additionally, to prevent discontent and negative feelings
among state agencies and nearby residents, government planners must ensure that no
facility becomes dominated by agents of a specific type (say, based on protected groups
such as race or ethnicity). Recent studies have revealed the existence of favouritism
toward certain groups of agents based on sensitive attributes (or protected groups) such
as gender, age, income level, race, etc. [189, 190, 191, 192]. For example, member states
in the European Union (EU) have pledged to host a minimum number of relocations
to ensure solidarity and a fair share of responsibility. It has resulted in strengthened
partnerships and efficient asylum systems. To further improve the effectiveness of such
schemes, Efthymiou [193] argue that refugees can be better protected and integrated if the
EU focuses on constraining the number of refugees from specific protection, say religion
or ethnicity, rather than just extensively maximizing quota numbers. The main argument
to support the need for balanced representation (which they call robust conception) is
as follows: First, in the case of breading agents of a single type, due to geopolitical and
socioeconomic factors, is short-sighted. Such states might shift their commitment once the
associated rewards get altered. Secondly, a more balanced representation of refugees at
each shelter reduces the chances of minorities (across the state) feeling biased and misled.
Instead, it fosters trust and long-term commitment and embarks a healthy sensation in
the minds of refugees.

A need for balanced assignments has also been observed in the supermarket chains
[194, 195, 196, 197], vaccine distribution sites, dialysis centers, and emergency rooms
[198, 199, 200]. To tackle the need for the desired level of coverage, this chapter considers
group fairness notion, which ensures a minimum representation of agents from each
protected group value (say male and female in gender) at every facility. Additionally,
most facility location problem research has emphasized objectives such as utilitarian (sum
of distances of agents to assigned facilities) or egalitarian (minimizing the maximum
distance). This work proposes a novel adaptation of the Nash social welfare to the facility
location problem. Nash social welfare is a well-studied notion in various fair resource
allocation and fair division literature [201, 202] and involves the product of the costs.
Nash social welfare provides a balance between utilitarian and egalitarian objectives and
prefers a more balanced assignment profile (in terms of distances to facilities) of all agents
than a skewed one. In particular, the key contributions of our Nash social welfare

modelling are as follows:

e Proposing a first-of-its-kind application of modeling Nash social welfare to facility
location problem to target a more equitable allocation of agents to facilities by

minimizing agents’ distance under group fairness constraints.

e Proposing an efficient algorithm, FAIRLOC that solves facility location problem in
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h-dimensional space and maximizes Nash social welfare subject to group fairness
constraints. FAIRLOC does not make any assumptions on facility locations and allows

the use of an explicit facility opening locations set.

e Theoretically, FAIRLOC achieves a bounded approximation on cost guarantees to

optimal fair allocation.

e FAIRLOC performs significantly better on individual and group fairness metrics with
lower costs as compared to state-of-the-art methods on near real-world testing on the
United States census dataset with road maps providing the actual car road distances

between agents and facilities.

4.2 Related Work

4.2.1 Facility Location Problem

Facility location problems have seen continuous development for the past decades, and for
more details, readers can refer to [203, 204]. Despite being an NP-Hard problem [205],
the solutions to facility location problem include approximation algorithms [206], integer
(or mixed) integer programming [207], greedy algorithms [208], clustering [88], and others.
The past literature has primarily tackled the facility location problem by optimizing either
the egalitarian (the maximum distance of any agent) or the utilitarian objective (the sum
of distances of all agents) [209, 210, 211].

4.2.2 Fairness in Facility Location Problem

Marsh and Schilling [212] reviews existing metrics for addressing group fairness and
concludes that there is no universal consensus on a single metric, and the choice of metric
depends on the application and problem. In this chapter, we use our proposed 7-ratio
metric for clustering, which is a stricter notion of group fairness. Also, the choice is driven
by its success in achieving a polynomial time algorithm in the clustering setup. Prior
works, such as Li et al. [213] and Zhou et al. [214], explore group fair facility location
problem in one-dimensional space and are limited to settings where only one facility needs
to be placed (i.e., 1-facility problem). Jung et al. [88] introduced the notion of fairness
based on the density of agents in the space. The authors proved that achieving this
notion of fairness while maintaining the standard utilitarian objective is NP-hard, and
they proposed a 2-approximation algorithm to satisfy this fairness objective. The concept
later became widely known as individual fairness [97, 215, 91]. One of the closest works
using Nash social welfare in facility location problem is by Lam et al. [202], which is
limited to agents in a one-dimensional space and one facility. We employ a Nash social
welfare-based formulation to achieve standard facility location problem goals while opening

multiple (k) facilities and obeying the notion of group fairness.
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4.3 Preliminaries

In this section, we mainly discuss the notations and definitions that will help better

understand the proposed algorithms and its theoretical guarantees.

4.3.1 The Model and Notation

Let X C R" be a set of n agents located in any h-dimensional space. Each agent is
associated with a single protected group, such as gender or income level, which can take
a value from the set of m values denoted by [m]. The mapping function p : X — [m]
provides the protected group of each agent. Let ny, X, be the number and set of agents
from group £. Also, we denote the set of facilities to be opened as L C F of k facilities
(say, hospitals). The primary goal is to find a set L and design an assignment function
¢ X — L. We capture an agent’s preference for different facilities as closeness between
the agent’s location (z; € X) to their assigned facility (f € F) and is measured using
distance metric d : X x F — RT U {0}.

4.3.2 Fairness in Facility Location Problem

Group Fairness To tackle group fairness, we chose T-ratio [44], which we now redefine

for the sake of completeness and better readability.

[ Definition 4.0 (7-ratio Fairness) ]

An assignment function ¢ obeys T-ratio fairness if for a given vector T =

{m1,72, ..., Tty. .., Tm} and Vf € L we have:

> W¢(zi) = f) = eng VL € [m]

xiGXg

Individual Fairness Since optimizing Nash social welfare prefers more equitable
assignments, we would also like to see how FAIRLOC performs on individual fairness metrics

[88]. We use the a-FR notion and redefine it as follows:

[ Definition 4.1 (Individually Fair Radius (r)) ]

Given X, ¢ with metric d, for every agent x; € X, we define fair radius r(z;) as the
minimum distance around z; such that |B(z;,7(z;))| > [n/k] where B(z;, r(z;)) =
{z; € X 1 d(zs,z5) < o-r(xy)}.
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4.3.3 Welfare Functions

[ Definition 4.2 (Utilitarian Objective) ]

This objective minimizes the total distance (or cost) of all agents, i.e.,

minL,d, Z:L‘,-EX <d($27 ¢($2))) :

[ Definition 4.3 (Egalitarian Objective) ]

This objective minimizes the maximum distance of an agent, i.e.,
ming, 4 (maxg,ex (d(ﬂ% ¢(33z‘))))-

Motivated by the success of Nash Social Welfare in social choice theory, we adapt the
welfare function to facility location problems to minimize the distance of each agent to

the assigned facility.

Definition 4.4 (Nash Social Welfare) ]

This objective minimizes the product (or geometric mean) of distances of agents,
i.e.,

1/n
IE}QISINW(X, F,¢) = min ( 11 d(lE@,Qb(xz))) (4.1)

L¢ r,€X

Nash objective results in more equitable and evenly distributed allocations i.e. it does
not favour allocations in which an increase in an agent’s cost is significantly more than
a decrease in any other agent’s cost. In contrast, utilitarianism focuses on the sum of
distances and allows a substantial reduction in an agent’s cost that can be compensated
by increased costs incurred for others. Thus, Nash’s welfare is more individually fair than
utilitarian. In the next section, we discuss in detail the proposed algorithm, which we
call FATRLOC- Fair Algorithm for Facility Location that optimizes Nash welfare cost while

obeying group fairness (7-ratio fairness) constraints.

4.3.4 Proposed Mathematical Model

Our optimization problem with z, ; and y; as decision variables is given as:

min < H (Z d(z, f) - zgc’f)) (4.2)

YN ex feF

s.t. Z Zpp=1 VreX (4.3)
fer

Sy =k (1.4)

fer

2o p < yp, VfEeFVreX (4.5)

Ty s < Z Zy.f, VL€ M| VfeF (4.6)

zeXy
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Equation 4.2 corresponds to the objective function. The constraints in Equations 4.3 and
4.4 ensure that each agent is assigned to exactly one facility and exactly k facilities are
opened, respectively. While the constraints in Equations 4.5 and 4.6 ensure that a facility

is opened if an agent is assigned to it and group fairness constraint respectively.

4.4 Proposed Algorithm: FAIRLOC

Facility location and clustering are hard problems, so approximation algorithms are
proposed in the literature [216, 42]. Our algorithm is motivated by FRACog — designed to
minimize utilitarian objective subject to 7—fairness constraint. FRACog for clustering
works by allocating agents according to their distance from each protected group in a
round-robin fashion to the centers obtained by traditional clustering algorithms.
Difference between FAIRLOC and FRACyg. FAIRLOC uses the same approach as
FRACoEg but replaces the traditional clustering algorithm with the algorithm that focuses
on optimizing Nash social welfare. It must be noted that while the FATRLOC looks similar
to that of FRACpg, the theoretical guarantees of FRACog are no longer applicable due
to the change in the objective function. Further, while FRACpgr makes an assumption
that available facility locations set F' coincide with agent location set X, FAIRLOC does
not use this assumption. The complete pseudo-code for FAIRLOC method is provided in
the Algorithm 4.
FAIRLOC computes the initial facility locations L (Initial Nash_Locations) by starting
with random initialization of k facilities and assigning an agent to the closest facility. Once
all the agents are allocated to the initial facilities, let Xy denote the set of data points

assigned to facility f. The new location corresponding to the location f is updated as
follows (Update_Nash_Locations): f = argmin rer | Hae X; d(azi, f’)) resulting in

formation of set L. These steps are repeated until convergence or maximum iterations 7.
INITIAL_NASH_LOCATIONS finally returns a converged set of facility locations denoted by
L.

Note that when F = X, minimizing the traditional utilitarian function for the update
rule is comparatively easier, as the mean of the data points minimizes the sum of the
distances [217]. However, when F' # X and the objective is to minimize the product of
distances, solving the derivatives of the objective does not lead to a closed-form solution.
When distance metric is d(z;, f) = ||log(z;) — log(f)||? [218], then it can be shown that
geometric mean minimizes the product of distances when F' = X. One way to convert F
= X setting to F' # X setting is by mapping each facility obtained from the first setting
to the nearest setting in set F'. However, it may not lead to optimal values of respective
objective function values. In the current work, for theoretical guarantees, we use standard
p-norm metric such as Euclidean distances, which are known to hold desirable properties
such as triangular inequalities, symmetric, and positiveness. However, FATRLOC will work
for any distance metric. FAIRLOC update the best possible location within each set of

assignments for a particular facility by trivially checking among all possible locations as
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Algorithm 4: FAIRLOC
Input: set of agent location X, set of possible facility opening locations F', number
of facilities to open k, group fairness requirement 7, protected group function
p, distance function d, maximum iterations T’
Output: assignment function ¢, facility opening location set L
Initialize ¢[z;] «+ ® Vz; € X
L, ¢+ INITIAL_NASH_LOCATIONS(X, T, F')
//Reassignment to satisfy 7T-fairnmess.
for ¢ € [m] do
Xo{zix; € X and p(z;) =0} 5 ng <+ | Xy
for r < 1 to 7yny do
for f € L do
Ti <= argming c x,. gr1=0 (i f)
olai] = f
end
r=r+1
end

end
for z; € X do

if ¢[x;] = @ then

| glai] < ]

end
end
L = UpPDATE_NASH_LOCATIONS(X, ¢, F)
return ¢, L

evident in line 4 of Algorithm 6. Note that such a brute search will not be computationally
expensive as in most real-world settings, the number of facilities to open k£ and the size of
explicit possible locations (F) is quite less compared to the size of X.

After computing the facility locations (L) and initial assignment (ngS), we convert the fair
facility location problem to a fair facility assignment problem. The goal of the assignment
problem is to redistribute the agents to facilities in L set to maintain 7-ratio fairness. We
theoretically show through the following lemma that converting the fair facility location
problem to a fair facility assignment problem leads to a quadratic approximation when
the objective is a product of distances (or two approximation of the logarithmic sum of

distances).

Lemma 4.1. Let Z be an instance of a fair facility location problem and T an instance
of T-ratio fair assignment problem after applying an B-approrimate solution to the vanilla
(unfair) facility location problem, then OPT assign(T) < ((2" + 1)B)Y™(OPT prp(T))?.
Here OPT prp(-) denotes the Nash cost for the fair facility problem and OPT qssign(-) for

the fair assignment problem on the input instance.

Proof. Let L be the facility locations obtained by running a vanilla facility algorithm on
instance Z. The proof of the Lemma depends on the existence of an assignment ¢ satisfying
T-ratio fairness such that NW (X, F, ¢) < (2" +1)-8)Y/"-(OPT prp(Z))?. Then it follows
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as OPT assign(T) < NW(X, F,¢) < (2" + 1) - B)Y/™ - (OPT prp(2))?

To this, let (F*,¢*) denote the optimal solution to Z. Define ¢ as follows: for every
f* € F*, let nrst(f*) = argmin;cp d(f, f*) be the nearest center to f*. Then, for every
z; € X, define ¢(z;) = nrst(¢*(z;)). Then we have the following two claims:

Claim 4.2. ¢ satisfies T-ratio fairness.

Proof. The proof is same as the Claim 3.9 from previous chapter. O
Claim 4.3. NW(X,F,¢) < (2" +1)-B8)"/" - (OPT prp(T))?

Proof. For agent z; € X, we have f = qg(azz) as facility location after applying vanilla
(unfair) facility location solution, f as facility location after using FAIRLOC’s (including
fairness procedure), and f* be the facility location using fair optimal facility location

solution. Then we have,

d(x;, f) = d(wi,nrst(f*)) < d(ai, f5) +d(f*nrst(f9) < 2-d(ai, f5) +d(ai, f ) (47)

The above equations use triangular inequalities and the definition of nrst(-). We now look

into the bound on the complete set of agent locations x € X. Therefore, we have,

n 1/n n 1/n
(H d(x;, f)> < (H (2 cd(xi, f) + d(xi, f ))) (using Equation 4.7)
i=1

=1

Now for ease of reading consider a; = 2 - d(z;, f*) and b; = d(z;, f ). So one needs to

expand the term of the form [[;;(2a; + b;). We bound this as follows:

HQal-l-b H2 az+2 aj - Hb +2- a - Hb +. a1 -ag - H bj—l-""i‘Hbi
=1

J#1 J#2 J#1,2 i=1

Now, we know that [[7";2-a; < 2" - (OPT prp(Z))" and [[;=b; < B - (OPT prp(Z))"
where [ is the approximation factor of vanilla (unfair) facility location problem. Using
these two results, we provide a quite loose upper bound on the other 27! terms such as
for a1 - [1;4 b; < B(OPTFL p(Z))?". Similarly, applying for all inner 2"~! terms involved
in the expansion, we get as below:

n

[12a: +b:;) < 2" - (OPT pLp(X))" +2- B- (OPTpLp(2))™ + ...+ 2% B- (OPT pLp(I))™"
=1

+ ...+ B (OPT prp(T)" (4.9)
<2" - (OPT prp(Z))" + on—l.9.4. (OPTFLP(I))2” + 8- (OPTrLp(D))"
(4.10)
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Algorithm 5: INITIAL_NASH_LLOCATIONS

Input: set of agent location X, set of possible facility opening locations F,
maximum iteration T’

Output: converged facility opening location set L

L + Choose k random agent location from F'

while t < T or L # Lyye, do

for x; € X do

‘ ¢(z;) = argmin ey d(w;, f)

end

L' + UPDATE_NASH_LOCATIONS(X, ¢, F)

Set Lyev=L; L=L; t=t+1;

end

return L

Algorithm 6: UPDATE_NASH_LOCATIONS

Input: set of agent location X, assignment function ¢, set of possible facility
opening locations F
Output: updated facility opening location set L’
Initialize L « &;
for f € L do
Xy={w;:2; € X and ¢(x;) = f}
¢ = argming _p([T,ex, d(zi, ) L'+ L'U{(}
end
return L'

=2" (OPT pLp(T))" +2" - B- (OPT prp(L))*" + B - (OPT rrp(I))"

(4.11)

< 2" (OPTrLp(2))*" +2" - B- (OPT prp(2))*" + B - (OPT pLp(2))*"

<(2"+1)-p)- (OPTFLP(I))Qn

n 1/n 1/n
— (Hd(x, f)) < ((2n+ 1. 5) . (OPTFLP(I)>
=1

2

2

1/n
— NW(X,F,¢) < ((2” +1)- 6) . (OPTFLP(I))

(4.12)
(4.13)

(4.14)

(4.15)

O

O]

To efficiently solve the assignment problem, we fix a random ordering (experimentally

performance invariant, Section 4.6.6) over the facilities. Then, FAIRLOC allocates the

available agent with the lowest distance to each facility in a round-robin fashion for

Teng, V¢ € [m] rounds to each facility. Here ny is the number of agents of type ¢ in

the dataset. This ensures group fairness guarantee by distributing at least a 7, fraction

of agents at each facility. The remaining agents are allocated by assigning the agent
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to the location that minimizes its distance (or cost), i.e., (¢ = qg) Next, we provide

approximation bounds on the FATIRLOC’s assignment.

4.5 Theoretical Results

We now provide the theoretical guarantees of FATRLOC with respect to 7-ratio fairness. We
first provide guarantees for maximally balanced facilities, i.e. 7, = 1/k V¢ € [m] setting

and later extend these to general T vector.

Theorem 4.4. Let k =2 and 7, = % for all { € [m]. An allocation returned by FAIRLOC
guarantees T-ratio fairness and satisfies 31/4193/4((’)PTassign)Q—approximation guarantee
to the product of distances with respect to an optimal fair assignment with ¥ being an

instance-dependent multiplicative constant.

Proof. Correctness and Fairness: Clear from the construction of the algorithm.

Proof of (approximate) Optimality: We will prove the approximation with respect to
each value ¢ of protected group separately. Since ny is the number of agents corresponding
to the value /. We now show that FAIRLOC(T) < 3Y493/* (OPT yssign(T))?, where
FAIRLOC(7) and OPT assign(T) denote the objective value of the solution returned by
FAIRLOC and optimal assignment algorithm respectively on given instance 7 = (X, F).
Let ¥ := 2sup, ,cx d(z,y) be the diameter of the feature space. We begin with the

following useful definition.

Definition 4.5 (Bad Assignments) ]
Let C; and C, represent the set of agents assigned to facilities f; and fo by optimal

assignment algorithm® The i'* round (i.e. assignments g; to fi and h; to f) of
FATRLOC is called

o 1-bad if exactly one of 1) g; ¢ C; or 2) h; ¢ Cs is true, and
o 2-bad if both 1) and 2) above are true.

Furthermore, a round is called bad if it is either 1-bad or 2-bad and called good

otherwise.

“Note that an optimal fair allocation need not be unique. Our result holds for any optimal fair
allocation.

Let all incorrectly assigned agents in a bad round be called bad assignments. We use the
following convention to distinguish between different bad assignments. If g; ¢ C; holds we
refer to it as type 1 bad assignment i.e. if agent g; is currently assigned to C; but should
belong to optimal allocation Cy. Similarly, if h; ¢ Co holds it is a type 2 bad assignment
i.e. h; should belong to optimal allocation C; but is currently assigned to f;. Hence a
2-bad round results in 2 bad assignments one of each type i.e. ¢g; ¢ C; and h; ¢ Co. In

summary, each 1-bad round can have either type 1 or type 2 bad assignment and each
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fi f2
fi f2 ®
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(a) Two 1-bad round pairs (b) Two 2-bad round pairs

Figure 4.1: Different cases for £ = 2. (a) Shows two 1-bad rounds with four assignments
such that z, y are good assignments and allocated to the optimal facility by algorithm,
whereas g; and h; are bad assignments with an arrow showing the direction to the optimal
facility from the assigned center. (b) Shows four bad agents such that g;, g} are assigned
to f1 but should belong to fy in optimal allocation (the arrow depicts the direction to
optimal center). Similarly, h;, h; should belong to f; in optimal allocation.

2-bad round will have two bad assignments each of type 1 and type 2. Finally, let B be
the set of all bad rounds and A be the set of all bad assignments.

[ Definition 4.6 (Complementary Bad Pair) ]

A pair of agents w, z € A such that w is a bad assignment of type ¢ and z is a bad
assignment of type |3 — t| is called a complimentary bad pair if,

1) w and z are allocated in same round (i.e. in a 2-bad round) or

2) if they are allocated in " and j** 1-bad rounds respectively with i < j, then
z is the first bad assignment of type (3 — ¢) which has not been yet paired with a

complementary assignment.

Lemma 4.5. If n, is even, every bad assignment in the allocation returned by FAIRLOC
has a complementary assignment. If ng is odd, at most one bad assignment will be left

without a complementary assignment.
Proof. The proof works on the same lines as proof of Lemma 3.12. 0

We will bound the optimality of 1-bad rounds and 2-bad rounds separately.

Bounding 1-bad rounds: When ny is even, from Lemma 4.5, there are even number of
1-bad rounds; two for each complimentary bad pair. Let the 4 agents of corresponding two
1-bad rounds be G; : (x,h;) and G; : (gi,y) as shown in Figure (4.1a). Note that z € C;
and y € Cy i.e. both are good assignments and g; ¢ C1, h; ¢ Co are bad assignments. Now,
consider an instance 7; = {C,{x, h;, g;,y}}, then OPT qsign(Ti) = (d(x,fl) ~d(hg, f1) -

1
d(gi, f2)-d(y, fg)) " considering nash motivated cost as product of distances. This implies

(OPTassign(Ti))n = (d(x, f1) - d(hg, f1) - d(gs, f2) - d(y, f2)) .We consider, without loss of
generality, that the round G; takes place before G; in the execution of FAIRLOC. The proof
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is similar for the other case. First note that since FAIRLOC assigns h; to facility 2 while

both g; and y were available, we have,

d(hs, f2) < d(gs, f2) and d(hs, f2) < d(y, f2) (4.16)
So,
(FAIRLUC(E)>n = d(z, f1) - d(hi, f2) - (g, f1) - d(y, f2) (4.17)
= d(x, f1) - d(hi, f2) - d(y, f2) - d(gi, f1) (using Equation 4.16 and rearranging)
< d(z, f1) - d(hi, f2) - d(y, f2) - (d(gi, f2) + d(fi, f2)> (.- triangle inequality)
< d(z, f1) - d(hi, f2) - d(y, f2) - (d(gi,fz) + d(hi, f2) + d(hi,ﬁ)) (4.18)
< d(z, f1) - d(y, f2) - d(y, f2) - (2 - d(gi, f2) +d(hzaf1)> (4.19)

n

IN

2n 2n
2. (O,PTassign(,];)> + (O,PTassign(’n)> S 3- (O'PTassign(lﬁ)> (420)

If ny is odd, then all the other rounds can be bounded using the above cases except one

extra 1-bad round. Let the two agents corresponding to this round G; be (g;,y). So,
2n

(FAIRLOC(%)) <3. (OPTassign(ﬁ)> - 0. Here 9=2sup, ,cy d(x,y) is the diameter

2
of the feature space. Thus, this leads to FAIRLOC(T;) < 3'/7 ((’)PTassign(ﬁ)> AL

Bounding 2-bad rounds: First, assume that there are even number of 2-bad rounds.
In this case consider the pairs of consecutive 2-bad rounds as G : (g;, h;) and G = (gi, h')
with G bad round followed by G; (Figure (4.1b)). Note that g;, ¢} € Co and hy, b, € C;.
Now consider instance T; = {C, {gi, g}, hi, h;}}, then , OPT qssign(Ti) = d(hi, f1)-d(R}, f1)-
d(gi, f2) - d(g., f2). As a consequence of the allocation rule used by FAIRLOC we have

d(gi, f1) < d(hi, 1), d(g;, f1) < d(hy, f1),d(hs, f2) < d(g], f2)

(4.21)
and d(h, f2) < d(h;, f2).
Furthermore,
FAIRLOC(,E) - d(gia fl) ’ d(ggv fl) : d(hiv f2) : d<h’;a f2) (4'22)
< d(hq, f1) - d(hi, f1) - d(g;, f2) - d(R, f2) (using Equation 4.21)
< d(hi, f1) - d(hi, f1) - d(g;, f2) - (d(héy f1) +d(f1, f2)> (4.23)

(. triangle inequality)
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< d(hi, f1) - d(hi, f1) - d(gi, f2) - (d(hgvfl) + d(gi, f1) (4.24)
+ d(g;, f2)> (. triangle inequality)
< d(hi, f1) - d(hi, f1) - d(gi, f2) - (d(%ﬁ) + d(hi, f1) (4.25)
+ d(gi, f2)> (using Equation 4.21)

n

2n
S 3- <OPTassign(7;)>

(4.26)

2n
S 2. (OPTassign(lﬁ)> + <OPTassign(7;)>

If there are odd number of 2-bad rounds then, let G = (g;, h;) be the last 2-bad round.

It is easy to see that (FAIRLOC(T;))" < 3 - (OPT assign(Ti))?™ - d(gi, f2) - d(hi, f1) <
2

J=2sup, ycy d(z,y) is the diameter of the feature space.

Thus, since each 7; instance has distinct agent locations (or data points), we can get

the overall bound as follows where 71,79 is the total number of 1-bad and 2-bad rounds

respectively :
i—1 FATRLOC(T;) if both 71,72 is even
FATRLOG(T) = [1;X, FAIRLOC(T;) H§2:1 FAIRLOC(T;) - 92/ if r1 is even and ry is odd
.~ FATRLOC(/;) - 2 FATRLOC(7/; 1f r1 1s odd and 79 1s even
HIII T ﬁl/n H;z ) 73 if is odd and .
L FATRLOC(T;) - 2 . FATRLOC(T;) - if r1 is odd and 7 is o
I1:L, To) - 9V T, T;) - 02 it dd and ad
(4.27)
|r=ri+rz] 2
S H 31/71 . (0?Tassign(ﬁ))2 : 193/” é 31/4 . <O7)Tassign(T)> : 193/4
i=1

(.7 <n/4 as each instance consumes four agents)

O]

It is important to note that since we are providing cost bounds on the product of distances,
achieving a quadratic bound in terms of optimal is not bad. The bounds intuitively
convey the idea that the results are two approximations for the logarithmic sum objective
formulation of Nash social welfare. Similar bounds in terms of optimal are also evident in

Nash social welfare works for resource allocation [219, 220].

Corollary 4.6. For k=2 and 7y = 1 for all £ € [m], we have FAIRLOC(Z) < 3'/*.((2" +
1) - B) - 93/* . (OPT prp(T))*-approzimate where § is approzimation factor for vanilla

facility location problem for any given instance L.
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The above corollary is a direct consequence of Lemma 4.1 and the fact that FAIRLOC(F, X)
< FAIRLOC(F , X). Here, F, F are centers of vanilla allocation and fair allocation obtained
by FAIRLOC respectively. The bounds can easily be extended for k facilities along similar
lines by looking at cycles of length at most (k — 1) to directly obtain 2¢¥~!-approximate
solution with respect to 7-ratio fair assignment problem. The final result obtained is as

follows:

'Y P ¥ N\

x§ i x3 X xFe  x3
fq f2 15 s fi oo fq1 fa

Figure 4.2: Visual representation of set Xij and cycle of length g for Theorem 4.7. The
arrow represents the direction from the assigned facility to the facility in optimal allocation.
Thus, for each set X! we have f; as the currently assigned facility and f; as the facility in
optimal assignment.

Theorem 4.7. When 7, = 1 for all ¢ € [m], an allocation returned
by FAIRLOC for given facility and agent locations is T-ratio fair and satisfies
(31/493/4y25~ ((/)73711582-971(’T))QIF1 -approzimation to the product of distances objective, i.e.,
k=1 _approximation guarantee to logarithmic sum of distances with respect to an optimal

T-1atio fair assignment up to an instance-dependent multiplicative constant.

Proof. In the previous proof, we basically considered two length cycles. Two 1-bad
allocations resulted in one type of cycle, and one 2-bad allocations resulted in another
type of cycle. When the number of facilities is greater than two, then any 2 < ¢ < k
length cycles can be formed. Without loss of generality, let us denote {f1, fa,..., f;} as
the centers that are involved in forming such cycles. Further denote by set X f to be the set
of agent locations that are allotted to facility ¢ by FAIRLOC but should have been allotted
to facility j in an optimal fair allocation. The ¢ length cycle can then be visualized in
Figure 4.2 with the arrow pointing towards the optimal facility. As the cycle is formed
with respect to these agents, we have |X{| = [X3| = ... = |XZ!| The cost by FAIRLOC

algorithm is then given as:

(razrLoc(T))" = [[ I dz f)- [ d(=, f1) (4.28)

=2 LEGXZ_I IGX%

<3 ] @ ) IT @ )0 | T TT dees £

zeX] zeX{ =3 pexi™!
(using Theorem 4.4)
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2
<3"/4(H<d<x,f1>>2~z93”/4)-(H wfz) H II d f)

z€X) zeX? =4 gexi~!
(4.29)

9 2

< 3/t ( 11 (d(x,m)) - ( 11 <d<x,fz>>) - ( II <d<wvf3>>)
$€X21 zEXf :BGXS’

-(H I d(x,fi)) (4.30)

i=4 yexi—1

9 2
< 3n/t. e/t ( II (d(wjfl))> : ( I (d@. f2)) T (a(z, f)) ) H IT dt
zeX} reX? reX3 =4 gex!

(4.31)
2 2
< 371/4 : 793”/4 : ( H (d(l’, f1>)> ’ <3n/4 H (d([lﬁ, fQ))2 ’ H (d('r7f3)>2 ) 19?)”/4)
zeX] zeEX? zeX]
q
. <H H d(;p,fi)> (using Theorem 4.4)
i=dgexiT!
2 3 6 2 ?
gsw-ﬁﬁf-( 10 <d<x,f1>>> ( I (e 22 ] <d<x,f3>>2) -
zeX] zeX? zeX{
11 d(z, f;) (4.32)
= pexiT!
2 3 6 2 ! !
<33T L9T T ( 11 (d(w,fl))> : < I1 (d(ﬂﬁ,fz))> ( II (@ f3))>
TEX] zeX?2 zeX?]
(T @) (T1( 1T o)) (439)
r€X} =5 \gexi!
2 3 6 2 !
<33Tt L9u T ( II (d(fv,fﬂ)) : ( II (@ f2))> ( [T (d(x, f3))
reX] zeX? zeX]
4 q
L) (T T o) (430
$EX2 =5 :L’EXZ_l
2 3 6 2 !
§32+f-ﬁf+f-< I1 (d(x,f1)>> ( (d(fv,fz))> -(3"/4- II (d(z, f2))?
zeX] zeX? zeX}
4 q
11 (d(x,f4))2-193"/4> -<H [T d. fz-)) (using Theorem 4.4)
zeX] =5 pexiTt
2 4 3 6 12 2 !
<BATEEE LT ( II (d<337f1))> : ( II (d(x,fz))> - ( I (d(z, f3))

TeX? reX}

(4.35)
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-H<d<x,f4>>) -(H 0 d(x,m)

veX] i=5 pexi~!
2¢-1 n-29-1
< (371/4 . 19371/4) (OPTassign(T)> (436)
29—1 n.24—1

— (FAIRLOC(T))" < (3”/4-193"/4> <O7DTassign(T)> (4.37)
2¢—1 201

— FATRLOC(T) < (31/4 : 193/4> (OPT assign(T )) (4.38)
2k—1 2k—1

— FAIRLOC(T) < (31/4 : 03/4> (07>Tassign(7)> (.q<k)

(4.39)

Here, the first inequality follows by exchanging the agents in X4 and X{ using Theorem
4.4. As the maximum length cycle possible is k, we straight away get the proof of 2F~1-

approximation to logarithmic sum of product of distances objective. O

The above theorem shows that FAIRLOC achieves an exponential approximation in terms
of k, but our experimental observations on Nash objective do not degrade too much with
increasing k and follows along the lines as Theorem 4.4. We leave this as a future study
to prove tight approximation guarantees and now provide cost guarantees with respect to

the general 7 vector for k=2.

4.5.1 Guarantees for FAIRLOC for general 7

Given an instance 7T, facility opening locations F', and set of agents X, we start with a
simple observation that problem of solving 7-ratio fair assignment can be divided into two

subproblems:

1. Solving optimal 1/k-ratio fair assignment problem on subset of agents X; € X such
that | Xi1| = >pepn kTene

2. Solving optimal fair assignment problem on X, € X \ X; without any fairness

constraint.

Let us denote the first instance by 7% and second instance with 70, i.e. T/*F = {X;, F}
and T° = {Xo, F'}.

Lemma 4.8. There exists two separate instances T* with T={1/k}, and T° with
T={0}}", such that solving the fair assignment problem on instance T can be divided into

solving fair assignment on these two instances, i.e., OPT assign(T) = OPT assign(T*) -
OPTassign (7-0) .

Proof. The T instance requires that each facility should have at least 7, ny number of

agents for each protected group value. The remaining agents can be allocated in an
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1/k
Ty 7y

o I8

Figure 4.3: Set of agents X divided into instance 7/* and 7°. Further the instances ’7}1/ F
and 7}0 are depicted in the same set of agents X leading to formation of regions P, @, R.

optimal manner without any fairness constraint. Therefore in an optimal assignment,
there exists a set X7 such that [ XOPT| = 3" | 7yn,k that satisfies the 7—ratio fairness
with 7, = 1/k V¢ € [m]. O

Let X { be the set of agents that are allocated in lines 4-13 by Algorithm 4 (fair procedure).
Further, let 7}1/ " be an instance to 7-ratio fair assignment problem with 7 = {1/k}}",
and consisting of agents X { and 7}0 be instance when 7={0}}*, by FAIRLOC (depicted in
Figure 4.3). Then, our next lemma shows that the partition returned by FAIRLOC is the

optimal one.

Lemma 4.9. O,PTassign(’]}l/k) . OPTassign(EO) S OPTassign(Tl/k) . OPTassign(ﬂ) fO’I"
any partition TY/* and T°. Thus, OPT assign(T) = OPTassign('Gl/k) . OPTassignU}O).

Proof. The proof of this lemma follows same lines as proof of Lemma 3.20. O

Theorem 4.10. For k=2 and any general T vector, an allocation returned by FAIRLOC
guarantees T-ratio fairness and satisfies 31403/ (OPT ussign(T))?-approzimate guarantee

with respect to an fair assignment problem.

Proof. With the help of Lemma 4.8 the cost of FAIRLOC on instance 7y can be computed
as,
FAIRLOC(T) = FATRLOC(7;”/") + FAIRLOC(T}) (4.40)

2
Now, from Equation 4.27, FAIRLOC(7}1/k) < 31/4 <OPTassign(7}l/k)> 934 .

Also, as 7}0 is solved for 7={0}}", i.e. assignment is carried solely on the basis of k-means
allocation, we have FAIRLOC(’TJ?) = OPTassign(T})) <314, (OPTassign(ﬁO))Q.
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Equation 4.40 becomes,
FAIRLOC(T) < 3% (OPT assign(T; /)2 - 93/* + (OPT assign(TF))? (4.41)
< gl g ((OPTMSWT )’ (OPT. assign(7}0>>2> (using Lemma 4.8)
< 3V 93 (OPT yssign(T))? (4.42)
O

The proof for the case of general T vector for any number of facilities follows the same

lines and results in same approximation as Theorem 4.7.

4.6 Experimental Results and Analysis

We now validate the efficacy of proposed FAIRLOC on real-world United States (US) census
dataset for agent population with various observable facilities captured in Homeland
Infrastructure Foundation-Level (HIF) Data by the US Dept of Homeland Security.
The population data released by US Census Planning captures information about the
demographic composition of agents residing in states of the US during 2022. The complete
dataset is publicly accessible using census-downloader API'. The data records the census
tract level distribution of different protected group values, and we mainly divide the
complete United States into four popular regions as follows and illustrated? in Figure
4.4:

(1) US North: It primarily includes the states of New York, Massachusetts, Pennsylvania,
and nearby states, making a total of nine states. The complete preprocessing script
is provided as a GitHub repository®. The region encompasses a total of 42.6 million
agents across 18,000 tracts, and we randomly subsample 100 census tracts to avoid high
computation and memory.

(2) US South: includes the states of Texas, Florida, Georgia, and other 13 states with
an agent population of 74 million, and we sample 100 tracts randomly spread across the
region.

(3) US West: It is made up of popular states of Washington D.C., California, Arizona
and others, making a total of 13 states with 53 million agents. For the present study, we
consider the Pacific US to be a part of the West and a total of 100 tracts.

(4) US MidWest: comprises the regions around Wisconsin, Indiana, and Illinois. It
contains a spread of 55.2 million agents across 15000 tracts, and we use 100 tracts across
a total of 12 states. The total number of agents in each tract depends on the protected
group chosen and is summarized in Table 1.

Next, the facility dataset records information about the facility’s existing real-world

"https://github.com/datadesk/census-data-downloader
2The figure is royalty-free download preview provided by dreamstime.com
3https://github.com/fairloc/code
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Figure 4.4: The figure shows census regions by United States Census Planning. We
consider the US-Pacific as part of the US-West.

Figure 4.5: United States map view of dialysis centers in Homeland Infrastructure
Foundation dataset.

locations in different United States regions. The facility under consideration in the present

study is as follows:

1. Dialysis Centers: The dataset was primarily curated with the assistance of Rx,
an organization that helps patients locate nearby kidney care centers. The publicly
available records at HIF include data from Rx and other pharmaceutical companies.
The dataset contains information on approximately 7,772 dialysis centers across the
United States. A map view of these facilities from the GeoPlatform ArcGIS Online

portal is shown in Figure 4.5.

2. Public Schools: The data contains information (latitude and longitude) about all
public elementary and secondary education schools as facilities in the US. The data

is updated up to the 2022 session and contains about 102, 268 records.
3. Pharmacy: Consists of a total of 63,018 pharmacy locations spread across the US.

4. National Shelter System (NSS) : includes information on the latitude and
longitude of facilities that can accommodate agents during disaster emergencies and

evacuations. It consists of 68,934 locations approved by the Federal Emergency
Management Agency (FEMA).



94 Chapter 4. Balancing Fairness and Efficiency via Novel Welfare Perspective

Data Preprocessing: The datasets need a certain level of pre-processing before making
them ready for use to validate the efficacy of the algorithm. Firstly, although the United
States census population dataset contains information about different protected group
values at each census tract, the latitude and longitude coordinates of tracts are not directly
available in the public dataset. One needs to map the census tract ID (called Geoid)
with the corresponding latitude-longitude information available in TIGER Shapefiles
provided by the Census Bureau. Secondly, we divide the complete datasets for both
agent population and facilities into four parts based on regions- North, South, West and
Midwest. The code for the preprocessing, FAIRLOC and datasets are available as GitHub

repository?. We next look into the protected groups that are under scrutiny in the present

paper:

o Poverty level (P): Binary group indicating agent’s above poverty line status. Used
for analyzing pharmacy facilities. The protected group takes two values: whether

the income level has been below poverty in the past 12 months or above.

o Income level (I): A quartet (four) valued protected group used in dialysis, schools
and NSS records. It can take values from buckets: 0— 24999, 25000 — 74999, 75000 —
199999 and 200000+

o Age-Gender (AG): Categorizes age (0 to 656+) and gender pairs into ten buckets.
It is used in NSS facility datasets. The protected group buckets are Male (0-17),
Female (0-17), Male (18-34), Female (18-34), Male (35-49), Female (35-49), Male
(50-64), Female (50-64), Male (65+), Female (65 and plus).

o Race (R): A quintet (five) racial regions used in the dialysis dataset. The five
buckets are White, Black, Latino, Asian and others.

o Language (L): A quintet (five) group used in pharmacy and school facility analysis.
The group takes value - only English, Only Spanish, other Indo-European, Asian

and pacific islander languages and finally, others.

Having looked into all possible regions, facilities and protected groups we summarize in

Table 4.1 the total number of agents subsampled in 100 census tracts in all the settings.

4.6.1 Comparison against Different © Vectors

We compare the performance of FAIRLOC on a fixed number of facilities, i.e., k=10 for all
regions and facilities from Figure 4.9 to 4.28. In this study, we evaluate different metrics
provided below for different user-desired levels of group fairness (7 vectors). We consider

7 = 0 V¢ € [m], represented by 79, which does not consider any group fairness constraints.

“https://github.com/fairloc/code
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Region | Facility Protected Group | No of Agents

Dialysis Income 154021

Dialysis Race 355527

West NSS Age-Gender 409481
Pharmacy | Poverty level 406700

Schools Language 144312

Dialysis Income 146174

Dialysis Race 358445

Midwest | NSS Age-Gender 339502
Pharmacy | Poverty level 326205

Schools Language 146154

Dialysis Income 138076

Dialysis Race 380974

South | NSS Age-Gender 371266
Pharmacy | Poverty level 359542

Schools Language 132340

Dialysis Income 149643

Dialysis Race 405159

North | NSS Age-Gender 372233
Pharmacy | Poverty level 361391

Schools Language 152002

Table 4.1: The table describes the total number of agents in each region for given facility
and protected group pairs.

4.6.2 Performance Metrics

1. Utilitarian Cost (|): is the sum of the distances of agents to their assigned facility
(Definition 4.2).

2. Nash Value (1) [221]: The goal of Nash social welfare is to maximize the product of
utilities (opposite to cost). To this, we measure Nash value as [, y log(A—d(x;, f))
where A = 1+ max(,, r)e(x,r) d(Ti, f)-

We evaluate efficacy on following group fairness metrics:

1. Balance () [42]: is defined as the minimum ratio of dominant to minority protected

group agents across all facilities.

2. Fairness Error (]) [12]: measures the KL-divergence between the achieved
proportion of different group type of agent (denoted as Pf for type ¢) at each facility
(f € F) to desired user input vector 7 i.e., 3= rcp D pefm) —Te log(Pf).

Since optimizing the Nash social welfare prefers assignments that are more equitable, we
validate these findings with metrics motivated by individual fairness in facility location
problem [88, 222]. The metric captures each agent’s expectations of distance to facilities
by constructing regional density balls around them with fair radius « - r(z) (Definition
4.1).

Here, « is the approximation factor to Individual Fairness (IF). The lower value of «
indicates that the agent does not need to travel too far and finds a facility within its local

density. The prior works [88, 222] in individual fair facility location problem theoretically
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provide 2 and 6-approximation guarantees, respectively, when k or fewer facilities need to
be opened. However, their algorithmic design needs hyper-parameter tuning in case exact
k facilities need to be opened and thus practically results in higher o values. We carefully
analyze the distribution of o values using the following individual fairness metrics-
(1) Mean value (/) (2) Median value (]) and (3) Maximum value (|) of o across
agents. Since Jung et al. [88] provides 2-approximation results to fair radius, we record

(4) Fraction of agents having o < 2 (1) for comparison.

4.6.3 Baselines

1. Jung Jung et al. [88]: focuses on optimizing facility locations while ensuring
individual fairness. Authors further employ binary search for parameter tuning to
open exactly (or close to) k centers. Note that the method assumes that facilities
can only be opened at the agent’s location, so we execute the method by setting

F = X and then map each suggested location f/ € X to the closest f € F.

2. LSPP Bateni et al. [222]: improvises the algorithm proposed by [88] by applying a
swapping-based local-search method and requires tuning a few parameters to open

exactly k centers. LSPP also assumes F' = X, so we modify it as discussed earlier.

3. FRACog Shivam Gupta et al. [44]: is a post-processing method that modifies the
unfair clustering assignments to strictly satisfy 7-ratio fairness. We overcome the

assumption of F' = X as we did in Jung and LSPP.

4. Jung+RR: This method considers the baseline algorithm as Jung to satisfy
individual fairness and then applies FRACgog to obey group fairness.

4.6.4 Analysis on Varying 7 Vectors

We first compare the performance of FATRLOC on a fixed number of facilities, i.e., k=10
for all regions and facilities. In this study, we evaluate different metrics for different
user-desired levels of group fairness (7 vectors). We consider 7, = 0 ¥/ € [m], represented
by 79, which does not consider any group fairness constraints. It helps us evaluate the
results for vanilla k-means variation of FRACog, which acts as a lower bound on the
utilitarian cost. Other four T vectors were randomly generated to cover various scenarios
and are listed as follows. The value 0.1/4 means at least 0.025% fraction of total agents

from that group value assigned to each facility.

Income Levels

7 = [0.1/4, 0.1/4, 0.1/4, 0.1/4];; 7 = [0.1/4, 0.1/8, 0.1/8, 0.005];
3 = [0.005, 0.005, 0.031, 0.1/8];; 74 = [0.1/4, 0.1/8, 0.04, 0.005];
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Race and Language

71 =1[0.1/4, 0.1/4, 0.1/4, 0.1/4, 0.1/4]; 75 =[0.1/4, 0.1/4, 0.1/8, 0.1/8, 0.005];
5 = [0.005, 0.005, 0.031, 0.04, 0.1/8]; 74 = [0.1/4, 0.1/8, 0.04, 0.005, 0.031];

Age-Gender

71 =[0.1/4, 0.1/4, 0.1/4, 0.1/4, 0.1/4, 0.1/4, 0.1/4, 0.1/4, 0.1/4, 0.1/4];
T =[0.1/4, 0.1/4, 0.1/4, 0.1/8, 0.1/8, 0.1/8, 0.005, 0.005, 0.031, 0.031
3 = [0.005, 0.005, 0.005, 0.005, 0.005, 0.1/8, 0.1/8, 0.1/8, 0.031, 0.031

74 =[0.1/4, 0.1/4, 0.1/4, 0.1/8, 0.1/8, 0.1/8, 0.04, 0.04, 0.031, 0.031

?

?

]
]
]
].

7

Poverty Levels

1 =[0.1/4, 0.1/4]; 75 =[0.1/4, 0.1/8]; 75 = [0.005, 0.031]; 74 = [0.04, 0.031];

The results are provided from Figure 4.9 to 4.28 and summarized below:

Low Utilitarian Cost of FAIRLOC: FAIRLOC gives low utilitarian cost across all 7 vectors.
We see a high utilitarian cost for algorithms like FRACopg, which specifically focuses on
optimizing utilitarian cost because FATRLOC optimizes over facility set F'. On the other
hand, output facilities of FRACpg are modified by mapping each output facility to the
closest facility in F'. The amplification in cost is also due to considering the actual road
map distance to locate the closest facility, which does not satisfy triangular inequality,
and the base algorithm k-means in FRACop heavily relies on the properties of p-norm
distance metrics.

Observations on Nash value: Nash values for FATIRLOC are slightly higher for initial 7
vectors representing relaxed group fairness constraints. It is important to note that since
the Nash value metric involves logarithmic terms, it compresses large values. The gap
becomes more clear from the results in the next varying k experiments. For stricter 7
vectors, we observe that Nash values are close enough across all benchmarks due to more
reassignments to satisfy group fairness.

Observations on Fairness: (1) FAIRLOC does significantly better on the balance and
fairness error, showing its efficacy across settings. The results degrade in Jung, LSPP
for balance, thus leading to high fairness errors. Though post-processing helps improve
balance in Jung+RR, the performance is still less effective than FAIRLOC. (2) In individual
fairness metrics, FRACpg has a considerably low fraction of individual fairness agents
and higher « statistics. Note that since Jung and LSPP need tuning for opening exactly k
facilities, the theoretical results no longer hold, resulting in higher « values and deviation.
On the contrary, FAIRLOC stands out and helps achieve individual fairness inherently by
its equitable design (Nash) while obeying group fairness.
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4.6.5 Analysis across Varying k

In this experiment, we now measure the performance of different methods on increasing
k. The results for k as 2,5,10,25 and 30 are provided in Figure 4.29 to 4.48 at fixed 7
and summarized below.

Observations: (1) FAIRLOC maintains its efficacy on cost, Nash value across k. Jung’s
performance improves after a certain threshold k as opening higher facilities assists in
better tuning. However, both Jung and LSPP suffer in group fairness metrics as they are
not designed to handle it.

(2) Note that the mean « is slightly close to Jung+RR and higher than Jung at increasing
k. But the performance on the median is good. The main reason is that mean values are
subject to outliers and can verify that the maximum « value increases at higher k owing
to dataset characteristics. But still, the efficacy of FAIRLOC is validated by the fact that %
of individually fair (IF') agents are among the highest in our algorithm and at a larger gap
than Jung and Jung+RR. Thus, FAIRLOC stands out as one achieving lower costs while

simultaneously obeying group and individual fairness.

4.6.6 Ablation Study on FAIRLOC
Analysis on facility ordering in FAIRLOC’s round-robin

We first show that the FATRLOC performance is invariant to the random ordering or round
robin. To this, we compute the variance on Nash value across 100 random permutations
for the NSS dataset in all regions at fixed 72, K = 10. We observe that the variance is of
orders 10* compared to Nash value having orders 10°. Considering the size of the dataset

(~ 105 order), we can say FAIRLOC is invariant to ordering (as 10* << 106).

Distribution of o values across agents

We plot the histogram bins of different o values and observe that the plots are right skewed
for FATRLOC showcasing its efficacy in satisfying equitable allocation to all agents. Thus,
we can say that minimizing the product of distances helps achieve a facility center within
a good approximation to the fair radius for most of the agents. Notably, on comparing
the distribution of fair setting with 7, = 0 V¢ € [m] (unfair) one, we can observe that the
increase in « values are mainly accounted due to reassignments in round-robin procedure
to satisfy group fairness. Notably, the distribution of FAIRLOC is better than group fair
FRACog and Jung+RR methods. All these plots are provided in Figure 4.7 for 79 and
4.8 for 1.

Runtime analysis

Next, we compare run-time on the US-West for opening ten NSS facilities. The average
run-time over 10 different runs is reported in Table 4.2. While FATRLOC uses the brute

force technique to find the optimal facility for each agent, its runtime is similar to other
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FAIRLOC

FRACoE

Jung

Jung+RR

LSPP

322.19

353.35

354.12

643.29

359.41

Table 4.2: Runtime comparison on US-West, NSS with £=10 at 7.
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Figure 4.6: The plot shows runtime for different methods and FAIRLOC across varying k.

benchmarks. This is because other benchmarks either need tuning of parameters (Jung,
Jung+RR, LSPP) or use local swaps (LSPP), or need to compute mean over all agent
locations (FRACpg). The plot over varying k also shows that the runtime of FAIRLOC

does not increase significantly with £ and can be found in Figure 4.6.

4.7 Conclusion

The chapter proposes FAIRLOC that uses Nash social welfare to address the problem
of satisfying group fairness in facility location problem. The method does not require
hyper-parameter tuning, works for opening any number of facilities (k) and applies to any
h-dimensional space. Further, the method allows for using an explicit set of possible facility
opening locations. The algorithm has a quadratic approximation to the product objective
(or two approximations to the logarithmic sum of distances) for k= 2 and conjecture for any
k. We leave devising a novel proofing technique for quadratic approximation in general k.
We further validate the method’s efficacy on real-world United States census datasets and
actual road maps for various settings. The findings showcase that FAIRLOC helps satisfy
group fairness while achieving equitable (individually) fair assignment of agents. Another
interesting future direction is to explore handling the strategic behaviour of agents and

incentivizing them to behave rationally.
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Figure 4.9: The plot shows the variation in metrics across different 7 vectors for opening
Dialysis Centers in the US-Midwest region, with income level as the protected group.
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mean, median, max and the number of agents having o < 2. The arrow on the Y-axis
indicates a favorable direction.
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Figure 4.10: The plot shows the variation in metrics across different 7 vectors for opening
Dialysis Centers in the US-West region, with income level as the protected group.
The first row displays methods for utilitarian cost, Nash value, group fairness metrics
balance and fairness error. The second row compares the « values distribution using
mean, median, max and the number of agents having o < 2. The arrow on the Y-axis
indicates a favorable direction.
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Figure 4.11: The plot shows the variation in metrics across different 7 vectors for opening
Dialysis Centers in the US-North region, with income level as the protected group.
The first row displays methods for utilitarian cost, Nash value, group fairness metrics
balance and fairness error. The second row compares the o values distribution using
mean, median, max and the number of agents having a < 2. The arrow on the Y-axis
indicates a favorable direction.
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Figure 4.12: The plot shows the variation in metrics across different 7 vectors for opening
Dialysis Centers in the US-South region, with income level as the protected group.
The first row displays methods for utilitarian cost, Nash value, group fairness metrics
balance and fairness error. The second row compares the « values distribution using
mean, median, max and the number of agents having o < 2. The arrow on the Y-axis
indicates a favorable direction.
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Figure 4.13: The plot shows the variation in metrics across different 7 vectors for opening
Dialysis Centers in the US-Midwest region, with race as the protected group. The
first row displays methods for utilitarian cost, Nash value, group fairness metrics balance
and fairness error. The second row compares the « values distribution using mean, median,
max and the number of agents having o < 2. The arrow on the Y-axis indicates a favorable
direction.
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Figure 4.14: The plot shows the variation in metrics across different 7 vectors for opening
Dialysis Centers in the US-West region, with race as the protected group. The first
row displays methods for utilitarian cost, Nash value, group fairness metrics balance and
fairness error. The second row compares the a values distribution using mean, median,
max and the number of agents having av < 2. The arrow on the Y-axis indicates a favorable
direction.
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Figure 4.15: The plot shows the variation in metrics across different 7 vectors for opening
Dialysis Centers in the US-North region, with race as the protected group. The first
row displays methods for utilitarian cost, Nash value, group fairness metrics balance and
fairness error. The second row compares the « values distribution using mean, median,
max and the number of agents having o < 2. The arrow on the Y-axis indicates a favorable
direction.
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Figure 4.16: The plot shows the variation in metrics across different 7 vectors for opening
Dialysis Centers in the US-South region, with race as the protected group. The first
row displays methods for utilitarian cost, Nash value, group fairness metrics balance and
fairness error. The second row compares the « values distribution using mean, median,

max and the number of agents having o < 2. The arrow on the Y-axis indicates a favorable
direction.
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Figure 4.17: The plot shows the variation in metrics across different 7 vectors for opening
National Shelter Systems (NSS) in the US-Midwest region, with age-gender as
the protected group. The first row displays methods for utilitarian cost, Nash value,
group fairness metrics balance and fairness error. The second row compares the o values
distribution using mean, median, max and the number of agents having o < 2. The arrow
on the Y-axis indicates a favorable direction.
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Figure 4.18: The plot shows the variation in metrics across different 7 vectors for opening
National Shelter Systems (NSS) in the US-West region, with age-gender as the
protected group. The first row displays methods for utilitarian cost, Nash value, group
fairness metrics balance and fairness error. The second row compares the a values
distribution using mean, median, max and the number of agents having o < 2. The
arrow on the Y-axis indicates a favorable direction.
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Figure 4.19: The plot shows the variation in metrics across different 7 vectors for opening
National Shelter Systems (NSS) in the US-North region, with age-gender as
the protected group. The first row displays methods for utilitarian cost, Nash value,
group fairness metrics balance and fairness error. The second row compares the « values
distribution using mean, median, max and the number of agents having oo < 2. The arrow
on the Y-axis indicates a favorable direction.
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Figure 4.20: The plot shows the variation in metrics across different 7 vectors for opening
National Shelter Systems (INSS) in the US-South region, with age-gender as
the protected group. The first row displays methods for utilitarian cost, Nash value,
group fairness metrics balance and fairness error. The second row compares the o values
distribution using mean, median, max and the number of agents having o < 2. The arrow
on the Y-axis indicates a favorable direction.
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Figure 4.21: The plot shows the variation in metrics across different 7 vectors for opening
Pharmacy in the US-Midwest region, with poverty level as the protected group. The
first row displays methods for utilitarian cost, Nash value, group fairness metrics balance
and fairness error. The second row compares the « values distribution using mean, median,

max and the number of agents having o < 2. The arrow on the Y-axis indicates a favorable
direction.
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Figure 4.22: The plot shows the variation in metrics across different 7 vectors for opening
Pharmacy in the US-West region, with poverty level as the protected group. The first
row displays methods for utilitarian cost, Nash value, group fairness metrics balance and
fairness error. The second row compares the a values distribution using mean, median,
max and the number of agents having o« < 2. The arrow on the Y-axis indicates a favorable
direction.



108 Chapter 4. Balancing Fairness and Efficiency via Novel Welfare Perspective

S 1.50 < ~8.0 I
- -
- N < - -
Z 1 24.001 f4c cot 56.01 g
S 1.00 4 X = o = /
X z <
< /B ] = 20.1 4.0 I ¢
2 0.50 o} 22.00 B = 2 7 I
o o > (= o 5 i s £2.0- I l ’ G
— 1 = u o ) G 5 5 A
z Ex @ x 0.0 s | | N G
- o] H /1 >
= 0.00- Z 0.00 0.0
T3 To To T T2 T3 Ta To kst T2 T3 Ta
Tau (1) Vectors Tau (T) Vectors Tau (T) Vectors
—~4.0
3 -
- -
cl =
- 3.0 1 s 40.0 1
£2.0 & 2 1
< /i <200
8107 /s H ’
E [x = 2
Z 0.0 12 0.0 .0 K *
To kY T2 T3 Ta To T T2 T3 Ta To T T2 T3 Ta To 1 T2 T3 Ta
Tau (1) Vectors Tau (T) Vectors Tau (T) Vectors Tau (T) Vectors

B FAIRLOC 7/ LSPP == Jung #4 Jung+RR m=m FRAC-OE

Figure 4.23: The plot shows the variation in metrics across different 7 vectors for opening
Pharmacy in the US-North region, with poverty level as the protected group. The first
row displays methods for utilitarian cost, Nash value, group fairness metrics balance and
fairness error. The second row compares the « values distribution using mean, median,
max and the number of agents having a < 2. The arrow on the Y-axis indicates a favorable
direction.

I~ < 6.00 0.2 ~4.0
- g = -
Z a.00 ] ) = < % 3.0
° =4.001 §.° co1 s )
2 7 X < ° = L
= z g < Eo1 P 2.0 o
2 2.00 2 © 2.00 (= ® [
o > = @ G I3 £1.0:
= < = 0 G o =
z ] = 0.0 g « & 1 !
> 0.00 z 0.00 = - - T .y 1y 0.0 : "
To k5% T2 T3 Ta To T2 T3 Ta To T1 T2 T3 Ta To 1 T2 T3 Ta
Tau (T) Vectors Tau (T) Vectors

>
T 10.0
°
<
S
< 5.0
x
]
=
2 A h . 0.0! . A t 2 .
To T1 T2 T3 Ta To k5% T2 T3 Ta To k% T2 T3 Ta To k2% T2 T3 Ta
Tau (T) Vectors Tau (T) Vectors Tau (T) Vectors Tau (T) Vectors

mmm FAIRLOC »7 LSPP === Jung #=# Jung+RR m®m FRAC-OE

Figure 4.24: The plot shows the variation in metrics across different 7 vectors for opening
Pharmacy in the US-South region, with poverty level as the protected group. The first
row displays methods for utilitarian cost, Nash value, group fairness metrics balance and
fairness error. The second row compares the a values distribution using mean, median,

max and the number of agents having o < 2. The arrow on the Y-axis indicates a favorable
direction.
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Figure 4.25: The plot shows the variation in metrics across different 7 vectors for opening
Schools in the US-Midwest region, with language as the protected group. The first
row displays methods for utilitarian cost, Nash value, group fairness metrics balance and
fairness error. The second row compares the a values distribution using mean, median,

max and the number of agents having o < 2. The arrow on the Y-axis indicates a favorable
direction.
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Figure 4.26: The plot shows the variation in metrics across different 7 vectors for opening
Schools in the US-West region, with language as the protected group. The first row
displays methods for utilitarian cost, Nash value, group fairness metrics balance and
fairness error. The second row compares the « values distribution using mean, median,

max and the number of agents having o < 2. The arrow on the Y-axis indicates a favorable
direction.
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Figure 4.27: The plot shows the variation in metrics across different 7 vectors for opening
Schools in the US-North region, with language as the protected group. The first
row displays methods for utilitarian cost, Nash value, group fairness metrics balance and
fairness error. The second row compares the a values distribution using mean, median,

max and the number of agents having av < 2. The arrow on the Y-axis indicates a favorable
direction.
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Figure 4.28: The plot shows the variation in metrics across different 7 vectors for opening
Schools in the US-South region, with language as the protected group. The first
row displays methods for utilitarian cost, Nash value, group fairness metrics balance and
fairness error. The second row compares the a values distribution using mean, median,

max and the number of agents having av < 2. The arrow on the Y-axis indicates a favorable
direction.
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Figure 4.29: The plot shows the variation in metrics across varying k for opening Dialysis
Centers in the US-Midwest region, with income level as the protected group. The first
row displays methods for utilitarian cost, Nash value, group fairness metrics balance and
fairness error. The second row compares the a values distribution using mean, median,
max and the number of agents having o < 2. The arrow on the Y-axis indicates a favorable
direction.
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Figure 4.30: The plot shows the variation in metrics across varying k for opening Dialysis
Centers in the US-West region, with income level as the protected group. The first
row displays methods for utilitarian cost, Nash value, group fairness metrics balance and
fairness error. The second row compares the a values distribution using mean, median,
max and the number of agents having av < 2. The arrow on the Y-axis indicates a favorable
direction.
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Figure 4.31: The plot shows the variation in metrics across varying k for opening Dialysis
Centers in the US-North region, with income level as the protected group. The first
row displays methods for utilitarian cost, Nash value, group fairness metrics balance and
fairness error. The second row compares the « values distribution using mean, median,
max and the number of agents having o < 2. The arrow on the Y-axis indicates a favorable
direction.
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Figure 4.32: The plot shows the variation in metrics across varying k for opening Dialysis
Centers in the US-South region, with income level as the protected group. The first
row displays methods for utilitarian cost, Nash value, group fairness metrics balance and
fairness error. The second row compares the a values distribution using mean, median,
max and the number of agents having av < 2. The arrow on the Y-axis indicates a favorable
direction.
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Figure 4.33: The plot shows the variation in metrics across varying k for opening Dialysis
Centers in the US-Midwest region, with race as the protected group. The first row
displays methods for utilitarian cost, Nash value, group fairness metrics balance and
fairness error. The second row compares the a values distribution using mean, median,
max and the number of agents having o« < 2. The arrow on the Y-axis indicates a favorable

direction.
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Figure 4.34: The plot shows the variation in metrics across varying k for opening Dialysis
Race in the US-West region, with race as the protected group. The first row displays
methods for utilitarian cost, Nash value, group fairness metrics balance and fairness error.
The second row compares the « values distribution using mean, median, max and the
number of agents having o < 2. The arrow on the Y-axis indicates a favorable direction.
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Figure 4.35: The plot shows the variation in metrics across varying k for opening Dialysis
Race in the US-North region, with race as the protected group. The first row displays
methods for utilitarian cost, Nash value, group fairness metrics balance and fairness error.
The second row compares the a values distribution using mean, median, max and the
number of agents having a < 2. The arrow on the Y-axis indicates a favorable direction.
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Figure 4.36: The plot shows the variation in metrics across varying k for opening Dialysis
Race in the US-South region, with race as the protected group. The first row displays
methods for utilitarian cost, Nash value, group fairness metrics balance and fairness error.
The second row compares the « values distribution using mean, median, max and the
number of agents having « < 2. The arrow on the Y-axis indicates a favorable direction.
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Figure 4.37: The plot shows the variation in metrics across varying k for opening National
Shelter Systems (NSS) in the US-Midwest region, with age gender as the protected
group. The first row displays methods for utilitarian cost, Nash value, group fairness
metrics balance and fairness error. The second row compares the « values distribution
using mean, median, max and the number of agents having o < 2. The arrow on the
Y-axis indicates a favorable direction.
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Figure 4.38: The plot shows the variation in metrics across varying k for opening National
Shelter Systems (NSS) in the US-West region, with age gender as the protected
group. The first row displays methods for utilitarian cost, Nash value, group fairness
metrics balance and fairness error. The second row compares the o values distribution
using mean, median, max and the number of agents having o < 2. The arrow on the
Y-axis indicates a favorable direction.
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Figure 4.39: The plot shows the variation in metrics across varying k for opening National
Shelter Systems (NSS) in the US-North region, with age gender as the protected
group. The first row displays methods for utilitarian cost, Nash value, group fairness
metrics balance and fairness error. The second row compares the « values distribution
using mean, median, max and the number of agents having o < 2. The arrow on the
Y-axis indicates a favorable direction.
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Figure 4.40: The plot shows the variation in metrics across varying k for opening National
Shelter Systems (NSS) in the US-South region, with age gender as the protected
group. The first row displays methods for utilitarian cost, Nash value, group fairness
metrics balance and fairness error. The second row compares the « values distribution
using mean, median, max and the number of agents having o < 2. The arrow on the
Y-axis indicates a favorable direction.
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Figure 4.41: The plot shows the variation in metrics across varying k for opening
Pharmacy in the US-Midwest region, with poverty levels as the protected group.
The first row displays methods for utilitarian cost, Nash value, group fairness metrics
balance and fairness error. The second row compares the o values distribution using
mean, median, max and the number of agents having o < 2. The arrow on the Y-axis
indicates a favorable direction.
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Figure 4.42: The plot shows the variation in metrics across varying k for opening
Pharmacy in the US-West region, with poverty levels as the protected group. The first
row displays methods for utilitarian cost, Nash value, group fairness metrics balance and
fairness error. The second row compares the a values distribution using mean, median,
max and the number of agents having av < 2. The arrow on the Y-axis indicates a favorable
direction.
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Figure 4.43: The plot shows the variation in metrics across varying k for opening
Pharmacy in the US-North region, with poverty levels as the protected group. The
first row displays methods for utilitarian cost, Nash value, group fairness metrics balance
and fairness error. The second row compares the « values distribution using mean, median,
max and the number of agents having o < 2. The arrow on the Y-axis indicates a favorable

direction.
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Figure 4.44: The plot shows the variation in metrics across varying k for opening
Pharmacy in the US-South region, with poverty levels as the protected group. The
first row displays methods for utilitarian cost, Nash value, group fairness metrics balance
and fairness error. The second row compares the « values distribution using mean, median,
max and the number of agents having a < 2. The arrow on the Y-axis indicates a favorable
direction.
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Figure 4.45: The plot shows the variation in metrics across varying k for opening Schools
in the US-Midwest region, with language as the protected group. The first row displays
methods for utilitarian cost, Nash value, group fairness metrics balance and fairness error.
The second row compares the « values distribution using mean, median, max and the
number of agents having o < 2. The arrow on the Y-axis indicates a favorable direction.

1.757

3 oo <
a °©
2 1.25 ';:
.25 2.14
X Qo9 b SO0 é
4 1.004 3
o S 2.12 n{é\B’_ﬁ——x\x
Y 0.751 5 >
£ A—A G
5050, & e S 2204, Q-0
25 10 20 25 30 25 10 20 25 30
Number of Facilities (k) Number of Facilities (k)
= 304 o 3 o
- o =15 o
c 8
s 2% £ 10
< o / s
S s
< 10/ 3
c Preog £ 5
s A A 5
= 9 A
LR = . , . ; = oY - . ; .
25 10 20 25 30 25 10 20 25 30
Number of Facilities (k) Number of Facilities (k)
—e— FAIRLOC O - LSPP

A

Balance (1)

0.020 -~ A
- A
0.015 5 40
g = o, 00
0.010 4 B A
0w
w24 0O
0.0051 o £ &
g ® A
0.0000-0- -8 e I L
25 10 20 25 30 25 10 20 25 30
Number of Facilities (k) Number of Facilities (k)
- - 10
2 I
= v 0.8
3 5 >
n
_g % 0.6 6 A— A
I 204 <
é %02 ©
25 10 20 25 30 25 10 20 25 30
Number of Facilities (k) Number of Facilities (k)
Jung ¢ Jung+RR —%— FRAC-OE

Figure 4.46: The plot shows the variation in metrics across varying k for opening Schools
in the US-West region, with language as the protected group. The first row displays
methods for utilitarian cost, Nash value, group fairness metrics balance and fairness error.
The second row compares the a values distribution using mean, median, max and the
number of agents having o < 2. The arrow on the Y-axis indicates a favorable direction.
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Figure 4.47: The plot shows the variation in metrics across varying k for opening Schools
in the US-North region, with language as the protected group. The first row displays
methods for utilitarian cost, Nash value, group fairness metrics balance and fairness error.
The second row compares the « values distribution using mean, median, max and the
number of agents having < 2. The arrow on the Y-axis indicates a favorable direction.
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Figure 4.48: The plot shows the variation in metrics across varying k for opening Schools
in the US-South region, with language as the protected group. The first row displays
methods for utilitarian cost, Nash value, group fairness metrics balance and fairness error.
The second row compares the o values distribution using mean, median, max and the
number of agents having o < 2. The arrow on the Y-axis indicates a favorable direction.




Chapter 5

Group Fairness as  Capacity

Constraints in Online Clustering

Abstract

Clustering is a widely used unsupervised learning tool with applications in numerous
real-world problems. Deploying traditional clustering solutions needs to accommodate two
major challenges. Firstly, to handle the continuous influx of data points arriving over
time. Secondly, these traditional clustering methods can result in highly skewed clusters
where one cluster is notably larger than others, rendering them unsuitable for scenarios
such as logistics and routing. In response, capacitated clustering approaches have emerged
over the past decade. These approaches limit the number of data points each cluster can
accommodate, thus resulting in more uniform cluster formations. In an online version of
capacitated clustering, the algorithm must make an irrevocable decision for each incoming
data point, determining whether to establish it as a new center or allocate it to existing
centers. The goal is to minimize the count of opened centers while adhering to capacity
constraints and achieving a satisfactory approrimation of the clustering cost compared to
the optimal solution. Although exploring online capacitated clustering remains uncharted,
we are the first to propose a probabilistic algorithm called COCA for h-dimensional euclidean
spaces. We theoretically bound the number of centers opened and provide constant cost
approzimation guarantees. In order to prevent online COCA from resulting in clusters
predominantly with data points belonging to a particular protected group value, we next
extend unfair COCA to obey group fairness constraints. The extended algorithm called
COCAr wundergoes similar theoretical analysis. The experimental validation on different
datasets showcases the efficacy of all proposed algorithms on the number of centers opened

and cost.

5.1 Introduction

Clustering is a widely used tool in data mining and finds practical application in many

real-world scenarios, including, but not limited to, automatic resume screening, detecting

A preliminary part of this chapter has appeared in the CODS-COMAD conference 2024 [223] (as
Extended Abstract). The work was appreciated by the Best Paper Award (Runner’s Up) in the Young
Researcher’s Symposium at the conference. A detailed version of this chapter is published in the European
Conference on Artificial Intelligence (ECAI) 2024 [224].
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fraudulent claims, and targeted advertisements [225]. The past decade has witnessed
various notable clustering methods such as k-means, k-medoid, k-median, and k-center
[226, 227]. The fundamental principle that underlies these methods is partitioning the data
points into k distinct groups (called clusters) such that data points within the same cluster
are more similar than others. In centroid based clustering each cluster is represented by
a center. Further, the similarity of data points to the center is measured with the help
of different distance metrics such as Euclidean, Manhattan distance, etc. The objective
of cluster formation varies across these methods; for example, k-means seeks to minimize
the sum of square distances (p=2 norm; Euclidean distance) between the data points and
their respective centers '. In contrast, k-median and k-center minimize the sum of absolute
distances (p = 1 norm) and the maximum distance within a cluster, respectively [228].
However, these traditional methods do not impose restrictions on the sizes of the clusters,
leading to clusters with arbitrary sizes. This lack of constraint can result in highly skewed
clusters, where one cluster is significantly larger than the others with small sizes, thus
hampering their applicability to real-world problems. For example, in logistics distribution
(stores/garbage) or workforce team formulation, capacity constraints are defined by the
number of customers (or employees) an individual salesperson (or manager) can serve.
This poses management and productivity challenges [22, 229, 230]. To address the need
for more uniform cluster sizes, researchers have delved into clustering with size constraints
i.e., ‘capacitated clustering’ [231].

The capacitated clustering algorithms can be categorized based on data access and
applications, dividing them into offline, streaming, and online environments. In the offline
environment, all the data points are known in advance and are available in memory. This
model provides the most flexibility in terms of data availability and finds application in
fields such as group team formations, student project teams, facility location, and employee
allocation [232, 165]. However, the scalability of these offline solutions is constrained by
the size of the main memory. In contrast, streaming environments divide data into chunks
that can easily fit into the memory. The performance of such algorithms is compared
based on the number of passes performed over the complete data points [233]. Existing
state-of-the-art (SOTA) approaches in capacitated streaming are reviewed in [36, 234].
Online clustering is a more stringent variation of these environments, where an endless
stream of data points arrives over time. Due to limited memory, the algorithm must make
an irrevocable decision about incorporating an incoming data point into existing clusters
or opening it as a new center. Once a data point becomes a center, it remains so forever.
Similarly, any data point previously seen cannot be chosen as the center when a new data
point arrives [235, 236, 237, 238, 38, 39]. An important aspect to note in online clustering
pertains to the absence of information regarding the ordering of arrival of data points in
the stream. As a result, the algorithm ends up opening more number of centers (Kkactua1)
than the desired target (ktarget), i.e., Kactual = Ktarger t0 maintain good approximation

guarantees on objective cost. In online capacitated clustering, all these constraints are

Lreferred to as objective or clustering cost interchangeably in literature.
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imposed while adhering to a given capacity requirements. Note that kiarger and k are

used interchangeably for ease of reading.

To understand the need for online capacitated clustering, consider the dynamic landscape
of wholesale distribution networks. In this scenario, retailers employ salespersons
who navigate cities to promote products, offer discounts, and build relationships
with consumers [22]. To enhance consumer retention, it becomes imperative to
provide specialized salespersons. FEfficient market coverage is achieved by clustering
consumers (shopkeepers and direct customers) based on various features such as product
consumption, order volume, and location [22]. The resulting clusters group similar
consumers together for personalized marketing. However, a crucial limitation arises in
the form of workload constraints, with each salesperson having a maximum capacity to
maintain a healthy work-life balance and also offer quality service. Furthermore, the
continuous influx of new consumers in a growing market makes handling such a vast
network challenging. Traditional offline solutions face computational hurdles in adapting
to these changes, emphasizing the need for online solutions. Our example acknowledges
that decisions made in online solutions, such as salesperson and consumer allocations,
are irrevocable. This permanence is vital as salespersons develop trust and liaisons with
consumers over time, and making changes to assignments is impractical and potentially

detrimental to established relationships.

This necessitates investigating online clustering solutions that incorporate capacity
constraints. Given that this is a comparatively challenging and hard problem [229], only
a few works are available in one [239, 240] and two-dimensional [241] space. These works
specifically address the k-center objective and exploit the geometrical structural properties
of one, two-dimensional spaces to devise deterministic algorithms. However, they are not
directly extendible to higher dimensional spaces and alternative objective functions such
as k-means or k-median, which focus on minimizing the distance between each data point
assignment and its center. To this, we propose a probabilistic approach that handles
capacity constraints and works well for any h-dimensional Euclidean spaces similar to
Liberty et al. [38], Bhaskara and Ruwanpathirana [39] available in uncapacitated online
clustering. This chapter addresses the problem of minimizing the clustering objective while
satisfying the capacity constraints in an online setting?. The challenge arises when there is
an upper limit on the number of cluster centers that can be opened; either many data points
are assigned to a single (or a few) cluster(s), resulting in skewed clustering and a violation
of capacity constraints, or an inefficient assignment, leading to high objective costs. Our
proposed algorithm (COCA) addresses this problem by randomized assignments. After a
certain initial number of centers are created, with probability (1 — p;), each incoming
" data point is assigned to the closest available center with remaining capacity (see

Algorithm 8) and with probability p; is designated as a new center.

Since we impose capacity constraints on the overall size of the clusters, analyzing the

2With unrestricted capacity constraints, our problem reduces to the problem of uncapacitated online
clustering.
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distribution of data points from different protected group values (say, male and female in
gender) in each cluster is essential. The existing clusters may exhibit an imbalance, and
deploying such biased clusters can have substantial societal implications. For example, in
our running example, each salesperson offers discounts to their clusters. We must ensure
that customers from diverse group values have equitable and fair access to all available
offers. One way to solve this problem is by imposing group fairness constraints on each
cluster. To this, we propose an extension of COCA called COCAg that handles the continuous
flow of data points while obeying group fairness constraints. As in the online setup, no prior
information is available about ordering the data points, thus ensuring minimum thresholds
on data points from different group values such as minority protection [12] and T-ratio
fairness [44] will not work. Instead, motivated by restricted dominance [12, 92], we control
the over-representation of data points in any cluster and impose capacity constraints on
data points from different group values in each cluster. Similar to the unfair version,
COCAr makes probabilistic decisions for each incoming data point of whether the new data
point should be opened as a center or assigned to existing centers. Thus, to summarize,
the following are our contributions to both unfair and fair online clustering:

Contributions in Unfair Online Capacitated Clustering:

1. With careful choice of p;, we establish an upper bound on the number of centers

opened by COCA, that matches with that of the uncapacitated setting.

2. We provide a constant approximation guarantee for the objective cost compared to
optimal offline capacitated clustering. These guarantee enhances existing bounds in

an uncapacitated setting [38] by a logarithmic factor.

3. We estimate the challenging, a-priori unknown total number of data points using
the doubling trick.

4. We establish an interesting connection between our framework and a well-known

coupon collector problem to determine the initial number of centers to be opened.

5. Empirical evaluations demonstrate the comparable performance of COCA with

existing SOTA in uncapacitated online clustering on variety of datasets.
Contributions in Fair Online Capacitated Clustering:

1. We are the first to model group fairness in online clustering as capacity constraints.

2. We establish an upper bound on the number of centers opened by COCAr and provide

cost approximation for cost compared to optimal fair offline clustering.

3. COCAr undergoes experimental validation on synthetic and real-world datasets.
Results showcase a small trade-off in online cost compared to offline group fair

clustering while obeying capacity and group fairness constraints.
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Organization: Section 5.2 reviews the literature. Section 5.3 outlines the preliminaries
needed for the paper. Section 5.4 and 5.5 present the proposed unfair online algorithms.
Next, we extend the proposed algorithms to obey group fairness constraints in Section
5.6. Section 5.7 then evaluates the efficacy of proposed algorithms experimentally. Finally,

Section 5.8 concludes with potential future directions.

5.2 Related Work

The existing clustering literature encompasses various methods, ranging from hierarchical
to centroid-based. This work focuses on centroid-based clustering due to its computational
efficiency, scalability®, and interpretability*. We now review various SOTA approaches to
approximate the capacitated clustering problem available in different environments based
on data access and applicability.

Offline Capacitated Clustering: The first attempt in offline capacitated clustering
problem is by Mulvey and Beck [242]. The authors proposed a heuristic that modifies
uncapacitated clustering by validating capacity constraints before assignment. Building
on this work, Mai et al. [243] extended the heuristic method. Later, Boccia et al. [244]
proposed a more effective and exact solution using cutting plane algorithms. The complete
list of offline capacitated clustering approaches is available in [245, 246, 247]. Notably, the
best approximation factor for the capacitated k-means/k-median objective in Euclidean
spaces is (1 4 €) [232] where € > 0, and for the k-center method, it is two [248].
Streaming Capacitated Clustering: An initial attempt to achieve uniform (almost
equal-sized) clustering is by Bateni et al. [249]. The algorithm they propose requires
three passes over the data stream. Later, Esfandiari et al. [250] improves the work and
proposes a single-pass algorithm. However, their algorithm is not directly applicable to
the online environment as it involves generating coresets first and then obtaining the final
assignment. In contrast, in the current online setting, decisions must be made as soon as
the data point arrives.

Online Capacitated Clustering: Recent investigations into k-center problem have
explored the one-dimensional case [239, 240]. In these works, each cluster is a closed
interval with no restriction on the cluster’s diameter. Whenever a data point falls in
a specific interval, that interval opens as a cluster for future data points. The goal is
to minimize the sum of the diameter of clusters while accommodating all data points.
Extending this concept to two-dimensional space involves replacing intervals with squares
[241]. The algorithm initiates a new cluster whenever a data point falls within an unopened
square-grid cell, and the goal is to reduce the sum of the area of the opened clusters.
However, the study of k-means or k-median objective, especially in higher dimensions,
remains an open problem, a concern we tackle in this chapter.

Deep and Contrastive clustering: Deep clustering methods require model training

with data before responding to online queries [251, 252, 253]. In contrast, our setting is

3In terms of dataset size and dimensionality.
4In terms of visualization and interpretation.
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much stricter, and mini-batches of samples for training may not be available. Works that
employ contrastive clustering also face similar limitations [254, 255].

Fairness in Clustering: Recent studies have revealed that the clusters stemming from
the above algorithms may not exhibit a sufficient representation of different protected
groups (say gender) within each cluster. An attempt to tackle such demographic bias in
offline capacitated clustering is by Le Quy et al. [165], Tran et al. [256]. The authors impose
additional constraints using the concept of Balance which requires each protected group
value to have approximately equal representation in every cluster [42]. Similarly, works in
student topic grouping problems devise knapsack-based reduction or fair coresets to achieve
the maximum possible Balance. Although a prior work reformulates the Balance concept
by utilizing linear programming to set upper bounds on the number of data points from
each group [92], this extension does not directly apply to online settings and is limited
to k-center. A few studies also examine online facility location [257, 258]. However,
these works differ slightly from ours as they either focus on assignment problems without
addressing facility location or leverage the benefits of multiple expert advice, which differs

from online capacitated clustering.

5.3 Preliminaries

Let X C R" be an endless stream of data points with z; being the point arriving at time t.
Each data point x; € X is articulated using h dimensional real-valued features. We assume
that these points are embedded in metric space with d : X x X — RTU{0} measuring the
dissimilarity between any two data points. Then, the goal of any centroid-based clustering
algorithm is to partition data points into clustering C = (C, ¢). The clustering produces k
disjoint subsets ([k] = {1,...,k}) with centers C = {cj};?:l using an assignment function
¢ : X — C that maps each data point to corresponding cluster center.

Also, let Ly, ¢* represent the optimal (offline/online) objective cost (Definition 2.1) and
the optimal assignment function, respectively. We now define the capacity constraint
mapping v : C — [0, 1], representing the total capacity on the fraction of data points each

cluster accommodates. We consider the following assumptions on capacity constraints:

o Capacities are same across all clusters i.e., ¥(cj) = v, Vj € [k]. This ensures equal
treatment among clusters, avoiding any favouritism. Furthermore, in the online setting,
imposing capacity constraints at the cluster level is infeasible due to the dynamic nature

of the number of opened centers.

e With n as the total data points that the algorithm eventually sees, we adopt an
assumption that « is a multiple of n/k, i.e., v = %”. Here 9 indicates the permissible
degree of skewness among clusters and belongs to [1, k]. When ¢ = 1, it results in perfect

uniform cluster sizes, while ¢ = k indicates an uncapacitated clustering problem.

The first half of the chapter will focus on unfair online settings, and we begin with the

initial work, as described by Liberty et al. [38]. The fully online algorithm initiates by
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selecting the first (k + 1) data points as the initial set of centers to estimate the lower
bound on objective cost (£;). The heuristic is based on the idea that clustering (k + 1)
data points should put at least two data points together. Subsequently, for the remaining
data points, the algorithm determines whether to assign each data point to the nearest
center (¢ € C) or if the data point’s distance incurs a high assignment cost d(zy,c¢). This
assessment is quantified using a probability that depends on the ratio of the assignment
cost to the center opening cost (f.). To prevent excessive points from being opened
as centers, value of f,. for round r doubles when the center count exceeds a predefined
threshold. While Bhaskara and Ruwanpathirana [39] improves this method, the algorithm
now makes delayed decisions. This implies that if the current data point needs to be opened
as a center, it is not opened immediately but deferred to a later time. Although this delayed
approach contributes to improved objective cost approximation by a logarithmic factor,
the current focus of the study is on immediate assignment or opening of data points, as
necessitated by the need in the running example in the previous Section 5.1, i.e., each new
consumer must be promptly assigned to a salesperson to ensure the seamless operation of
the business and timely product deliveries. A delayed response from the wholesaler could
result in a shift to alternate avenues. Consequently, we build upon the algorithm presented
in Liberty et al. [38] by extending it to capacitated clustering. Our approach introduces
several modifications that result in substantial enhancements over the conventional online

clustering problem (and subsequently to the online capacitated clustering problem).

o Through experimental observation, we have noted that an initial selection of (k+ 1)
data points for estimation of lower bound on optimal cost can potentially result in a
higher likelihood of opening more centers in future. It is primarily due to bad cost
estimation that the algorithm relies on. Instead, we propose a selection criterion

based on the non-uniform coupon collector problem.

o In Liberty et al. [38], algorithm estimates the total data points using the current point
count observed, achieving O(logn) cost approximation. Our approach improves this
by updating the estimation with the doubling trick, providing improved constant

cost approximation.

We now formally restate non-uniform coupon collector problem with replacement

Doumas and Papanicolaou [259]:

Claim 5.1. Given m distinct coupon types, the expected number of coupons required to

obtain at least one coupon from each type is denoted as H,, and it is calculated as follows:
-1 1 N .1 ..

Hm = e (—=1)* DA< Gk I T oh) where p(i) is the probability of obtaining a

coupon of type i.

We aim to determine the expected number of data points be opened as a center to ensure
representation from each center in the optimal capacitated clustering. As this will result in
a better approximation of £}, which the fully online algorithm will require. To achieve this,

we employ a non-uniform coupon collector problem as follows: consider coupons to be the
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data points and each coupon type to be the centers in the offline optimal clustering (i.e.,
m = k in our case). However, the main challenge lies in computing the probabilities p(i),
representing the probability of a data point belonging to cluster i. When the capacities
are uniform, i.e. n/k with ¥ = 1 and data points are coming uniform at random from any
cluster, it becomes evident that we obtain p(i) = 1/k Vi € [k] thus leading to Hy = klogk.
Further, since p(i)’'s are not known to us, we restrict the value of Hy to be klogk, and
therefore, the total number of centers opened by COCA remains of the same order as that
of by Liberty et al. [38]. It must be noted that, in order to satisfy Claim 5.1, however, Hj,
may reach the value of n (when differences in p(i)’s are arbitrarily high), which is again
consistent with the literature as shown by Moshkovitz [260] that even with knowledge of
n, any algorithm would inevitably open €(n) centers in the worst case ordering of data
points. Note that our theoretical proofs hold and remain unaffected by choice of p(i)’s and
the value of Hy. It’s just that if prior information about sampling probabilities is known,

one can leverage Claim 5.1 to obtain a better estimate of initial centers (and £y).

5.4 Capacitated Semi-Online Clustering Algorithm (CSCA)

We begin by looking into semi-online clustering called Capacitated Semi-online Clustering
Algorithm (CSCA) wherein the total number of data points (n) and lower-bound on optimal
cost (£;) is known. Note that most restrictions in fully online clustering (i.e., when both
these n, £ are unknown) apply to semi-online clustering. This means that for each data
point, the algorithm must make an irrevocable decision to either assign it to the existing
centers or open it as a new center. The complete pseudo-code for CSCA is described in
Algorithm 7. CSCA method begins by initializing the capacity vector (I') and assignment
function (¢) as an empty set. It also sets the round counter (r) to one and the estimate
of the number of centers opened in the current round (g,) to 0 in lines 1 to 2. Since £} is
given CSCA can compute the center opening cost (f,) by plugging the value of the lower
bound (£3), k, and n to get f. = £;¥/klogn in line number 4. This helps avoid opening
up a few initial centers to estimate £, and CSCA can proceed to execution just by opening
the first data point as center (line 3). Now, for all the remaining incoming data points,
the method takes a probabilistic decision about opening a data point as a center from
lines 5 to 20. The decision considers the ratio between the distance to the closest center
with remaining capacity (d(z¢,c)) and the center opening cost (f,). This is because if the
distance to the closest available center will dominate over the center opening cost, the
probability value p; = d(zy,c)/ fr will increase and vice versa. In case there is no closest
available empty center then the incoming data point will be opened as center. However,
to control too many centers to open up CSCA doubles the center opening cost if the current
estimate of centers opened (¢,) in any round r rises above a certain threshold and resets
the estimate counters for the next round (r 4 1) in lines 15 to 18. However, if the event
of opening a data point is unsuccessful (with probability (1 — p;)), then CSCA assigns the

data point to the closest center. We now look into CSCA’s theoretical guarantees.
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Algorithm 7: Capacitated Semi-online Clustering Algorithm

Input: set of n data points X, optimal 7, and capacity constraint
Output: cluster centers C' and assignment function ¢

Initialize I' + @

Initialize ¢ «+— &, r <1, ¢ < 0O

Open first data point as center (c1) and set I'(c1) =, ¢ + 1
Initialize center opening cost f,. = €30 /klogn

for each remaining x+ € X do

¢ ¢ argmin e o.p(ey>0 (¢, ¢) // Find the closest center

With probability p; = min (d(z4, ¢)/ fr, 1):
C +— CU{x} // Open the data point as center
d(ze) = x4 //Set the assignment function
D(xy) =~ //Initializing the capacity constraints
qr < gr +1

Otherwise, with probability 1 — p;:
d(xy) = ¢ //Assign the data point to center
I'(c) =T(c)—1 // Update capacity

if ¢. > 3%(1+logn) then
r<r+1
qr <0
fr < 2fr—1 // Update the opening cost

end

end

return (C, ¢)

5.4.1 Theoretical Results

We now first look into the expected number of centers opened by Algorithm 7, and
subsequently, cost approximation bounds. To this, let us denote optimal clustering as
C with corresponding clusters {C}, ..., C;;} and assignment function ¢*. We omit the
p-norm factor from the distance function in the proofs for ease of reading. However,

proofs hold for all finite values of p.

Theorem 5.2. Let C be a set of cluster centers opened by Algorithm 7. Then, E(|C|) =

O (g log (n) log (i;;) + klog(n)).

Proof. Let L, be the optimal capacitated clustering cost of cluster ¢ and is given by
Ly = Xeccr d(x,¢*(x)). So the total optimal cost is L;= sk L; ;. Further, let Af
denote the average distance from data points in the i** optimal cluster to its center and
is computed as A} = |0711| erc; d(z,¢*(x)) = L, ,;/ICF|.

Now, our primary goal is to bound the number of centers opened. We have k optimal
clusters, and as the arrival of data points is unknown in the online setup, we end up
opening more centers in each cluster as an estimation of the optimal center. Let us now
divide the k optimal clusters into different rings motivated from [261, 262, 263]. The
broader idea is to compute the expected number of centers that we end up opening in
each of these rings. The 0™ ring is denoted by Cro={z € C; : d(z,¢"(x)) < A7}. The
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subsequent rings, from 1 to 7, are given by C; ={z € C; : 27 LAY < d(z, ¢ (7)) < 27 A%},
Note that a cluster C; will be divided into (1 4 logn) rings, as all rings after logn will be
essentially empty. Let 7’ be the first round when the center opening cost f,» becomes some
fraction of L; such that, f,» > ZLICL)%. Now, we bound the expected number of centers in
two separate parts, i.e., before round r’ and second during and after round /. Let us first

begin with the former,
" 24150 . .
Case 1: By the definition of r/, we have f,,_; < @. Further, since the center opening

cost becomes twice at every round, we have, f_; = 2" "1 f;. Substituting the value of

fi= %;n), we get, ' < log (if) + 5. Therefore, before round r’, the number of centers
p

opened by the algorithm is,

3k L
IE(|C‘bef0re r’) =0 ﬁ(l + log n) log @7* (5'1)
p

Case 2: Now, let’s look into computing the number of centers opened during and after
round 7’ in each of these rings. To avoid getting struck due to not knowing order of arrival
of data points, we will loosely estimate the expected number of centers present in any ring
during or after round r’. To this, we divide the bounds into three subparts-

Case 2(a): First, we estimate the number of new centers that will open for the first time
in each ring. Let’s denote these centers as K!. Since there are a total of (1 + logn) rings
in each cluster, therefore the total number of such centers are Y ;. > . 1 = k(1 + logn).
Case 2(b): Next, suppose there is a data point x that arrives and the closest center to
x has already reached its capacity; in such a case, the data point will continue searching
for the next closest center in any of the rings in increasing order of distance. There are
two possibilities: either data point x will find a vacant center or its likelihood of becoming
a center increases as it delves further into the chain if the next closest center is too far
away (handled in next case). Let’s denote the extra number of centers that need to be
opened up in any ring 7 due to the exhausting capacity of the first centers of Case 2a, be
denoted by K¢. It is important to note that once a center K fills up and we need to open
a second center within the ring, then at least %” data points have already arrived and
been assigned. Therefore, the total number of such K¢ centers over all rings and clusters
is upper bounded by k/v i.e., > K¢ < k/9.

Case 2(c): Now since there were two possibilities: either data point x will find a vacant
center or its likelihood of becoming a center increases as it delves further into the chain
if the next closest center is too far away. Now, the remaining task is to bound the
probabilistically opened centers in each ring apart from the centers opened in the previous
two subcases. To do this according to Algorithm 7, if a data point x is the initial center
opened within any ring, then the probability of subsequent point z’ from the same ring
opening as a center is defined and bounded using the properties of rings as follows:

de,a') _ d(e, " (@) +d@ ") _y o0 A7

fr’ - fr' fr’

(". using triangular inequality and ring property)
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So, the expected number of centers that will open in any ring over all rounds r > 7’ is

2- 2 AY
ZTE'I’ ‘C

we obtaln the number of centers opened for estimating one optimal cluster center as,

; TT\ Summing these probabilistic centers over all rings and using f,. > f.

QTA* - 2TAY
Kﬁ :Z (Z fr lTT") < Z fr Z ’Ci*,r,r‘

>0 \r>7r’ 7>0 r>r!
2- QTA* 247|C
<Z Z’C“.’ ‘7 72227 1A*
7>0 Jr T r>1 z€C;
6L;;71 : * | 7% T—1 A% *
< 7. (Using Ly ; = A7|C}| and 277 A7 < d(z, ¢*(2)))
.
Summing this up for all k£ cluster centers and considering the estimate of f., > %
get,
6L 6klogn
K<L <——— 5.2
k = fr 169 ( )
Therefore, number of total centers opened in Case 2 are as follows
IE(|C’|du1ring and after 7"’) =0 (Kﬂl' + Z Kﬂc' + Klf)
T,k
k Kkl k
=0 (k:(l +logn) + 3 + og(n)> =0 <q9log(n)> (5.3)

Thus, combining Equation 5.1 and 5.3, completes the proof, resulting in the total expected
number of centers opened by CSCA as O (5 log (n) log (g’)) . Note that for the unbounded
p

capacity case, when 9 = k, our bounds in semi-online algorithm CSCA match with that of
Liberty et al [38].
O

Theorem 5.3. Let LgSCA represent the cost of the semi-online capacitated cost and L,
denote the optimal offline capacitated cost. Then, E (LgSCA> =0 (L;;).

Proof. To approximate the cost guarantees, our primary focus is on bounding the
assignments in line 13 in CSCA. In all other assignments, data points are centers themselves,
resulting in zero cost. However, after the opening of these initial centers, the data points
have two possibilities of getting assigned. Firstly, they may be assigned to one of the
centers within the same ring as the data point’s optimal ring. Secondly, suppose the
center within the same ring is already occupied; in that case, data points may be assigned
to a center located in a different ring within the same cluster or in a ring belonging to a
different cluster. We first bound the latter as follows:

Case 1: Note that the cost of data points (say x; € X) going to rings other than the

optimal one incurs a cost equal to the distance to the assigned center from set C'. We will
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use the Lemma 1 of Liberty et al. [38] to bound these costs, i.e., E(d(x¢,C)) and restate

the lemma below:

Lemma 5.4 (Liberty et al. [38]). Given a sequence of n independent experiments, each of
which succeeds with probability atleast min (A;/B,1) where B > 0 and A; > 0 Vi € [n]. Let

t be the (random) number of sequential unsuccessful experiments, then, E(Y'_q A;) < B.

Now, before we delve into using the above lemma, let us first understand the mapping
between our problem and the technical lemma. In CSCA probability of event (center
opening) is at least min(d(z¢, C')/ f,r, 1) where x; is any data point and C is set of existing
vacant centers. On using the fact that given R as the last round, fr > f,» for any round
r’ < R, the denominator can be made constant as in the lemma. Now, each independent
unsuccessful experiment represents the assignment of one data point, and we can use the
lemma to bound the expected value of the sum of A;’s (d(x;,C)’s in our problem) by
B(= fr). Note that once the event gets successful, i.e., the center in any ring gets opened,
we will bound the cost of assignments to the opened center in the next case, but here we
look into the scenario once this center gets filled up. In such a situation, assignments are
again upper bounded by O(fr) along similar lines.

Case 2: We will next bound the cost of all data points that are allocated within the
ring. Now, after any data point z is opened as center, then cost of subsequent point z’
is given by d(z,z') < d(z,¢*(x)) + d(2,¢*(x)) < 2(27A}) (using triangular inequality
and ring property). Now, using Equation 5.2, the total cost over all such 2’ is given as
Spd(x,a’) < 6Ly. It is important to note that, unlike the uncapacitated case in Liberty
et al. [38], once a center gets opened in the ring, its capacity can eventually get exhausted,
and then one returns to Case 1 and needs to wait until the next center is opened within the
ring and once a new center opens up, which is already accounted for by Case 2. Therefore,

the total expected cost by combining both cases over all rings is given as follows:
O(frklogn + Ly) (5.4)

Therefore, we must find our case’s expected value of fr. To this, let us consider some
round 7’ in CSCA such that,

* *
fos 16150 1610

/ 5.9
~ klogn — k(1 +logn) (5:5)

Using Equation 5.2 (i.e., 6L,/ f1), Equation 5.5 and Markov inequality, the probability

of opening more than %(1 + logn) centers is % and thus, CSCA concluding at round 7’ is

equal to g. Now, let b be probability that CSCA terminates before round 7/, then,

E(fr) <bfs_,+(1-0) i i (;) (;)(T—r')

7 > 1\? .
<bh g3 frni(§) <OU)  (using frps = 2fp and § < 1)
=0
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— E(LS) = O(frklogn + L%) = O(L}).

5.5 Capacitated Online Clustering Algorithm (COCA)

Now, we delve into a fully online setup in which n is unknown, and the algorithm needs
to compute the lower-bound £; without any prior knowledge of n. To approximate £,
the algorithm leverages the insight that once Hy (> k) data points are opened as center,
a more accurate estimation of £, can be obtained by performing clustering on these Hy,
data points (see Claim 5.1). Further, for monitoring the estimated value of n, the method
utilizes a doubling technique in lines 22 to 23, wherein the estimate is doubled once it
is achieved. The code is outlined in Algorithm 8. Also, for better understanding, the

complete algorithm is pictorially illustrated as an image flow diagram in Figure 5.1.

Algorithm 8: Fully online COCA

Input: set of datapoints X and capacity constraint

Output: cluster centers C' and assignment function ¢

Initialize I < & // stores vacant capacity of center

Open first Hj, points as centers (Claim 5.1) and Vj € [Hy] set I'(¢j) =~
Initialize ¢ < @, r < 1, n, < Hy, q, < Hy, idx < Hj

¢} < objective cost on Hj using Mulvey and Beck [242].

Initialize center opening cost f. = (£;1)/(klogn,)
for each remaining xy € X do
€ 4= argmin c.p(c)>0 d(zy,c)
With probability p; = min (d(zy, ¢)/ fr, 1):
C+Cu {l‘t}
(1) = ¢
I(ze) =~
@ gr+1
Otherwise, with probability 1 — p;:
P(at) =c
I'(c)=T(c)—1
if ¢- > 3%(1 +logn,) then
r<r+1
qr <0
fr — 2f7"—1
end
idx «+ idx + 1
if idx > n, then
‘ N, < 2N,
end

end
return (C, ¢)
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nput:[Tesseeloo, RV, K

Endless stream of points  Capacity constraint Target number
of clusters

Output : E}" Assignment function 5 {O O O O...} Opened centers

Algorithm :

1, [I:I:III] F <{— J (To store vacant capacity of centers)

2_ Open first H, points as center using Claim 1 with capacity left as Y

3. ¢« O, r < 1,n, < Hy, qr < Hy,idx < Hj

nt function, ber of rounds, estimated total points,
number of centers opened in current round, index count resp.)

6; (Compute offline cost on Hy points)

4
5_ f,. = (6; . (l)/(k . log 7L7-) (Compute center opening cost)
6

00

For each data point 'x' in stream

|

7. Find the closest existing center
8 With probability as ratio of distance to
. [closest center and center opening cost|
l On success l Otherwise
Open 'x' as new center with fully vacant Assign the data point 'x' to nearest
9_ capacity ary and increase counter existing center and reduce the
(ar) available vacant capacity

o(xe) =z; 0(2) =7 qr —gr + 1

10 |Tf number of centers in current round (q,) exceed threshold, double

the center opening cost, reset center counter, increase round
counter

11 . If number of data points visited (idx) exceed the estimate n, then
double the estimate (Doubling Trick)

Figure 5.1: Image flow for proposed online method COCA.

5.5.1 Theoretical Results

Theorem 5.5. If C is set of centers opened by COCA, then, E(|C|) =

max_ s d(z,z’
0 (Hk + %log (n) log(né)) where § = Lt /(d(%)l,,).

mlnm,m’:m;&m

Proof. The proof will follow similarly to Theorem 5.2 except for the fact that in each round
instead of opening %(1 + log n) centers, we are opening %’“(1 + log n,) < %(1 + log n)
centers for all r except the last round. Even for the last round n, < 2n. Therefore, we can
simply substitute the value of £ and L;. Now, as Algorithm 8 computes £} as capacitated
cost using Mulvey and Beck [242] on Hy points. So, £; > ming e x:pt2r d(, x'). Similarly,
the optimal capacitated cost Ly < nmax, ey d(z,2’) (as the maximum distance from
any center (data point) to other points is bounded by the maximum pairwise distance).

Substituting these values and adding initial Hj, centers completes the proof. O
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Theorem 5.5 indicates that the number of centers can be negatively affected by the presence
of the term Hj. However, our experiments demonstrate that selecting the initial Hj data
points as center, rather than (k 4 1) (as done in Liberty et al. [38]), actually contributes
to opening overall fewer centers because it results in a better estimate of £;. Further,
when k& > 2 and n is unknown, Moshkovitz [260] shows that at least ©(logn) centers for
random ordering are needed to achieve constant cost approximation. Our upper bound
in the online capacitated setting (9 = k) aligns with lower bounds in the uncapacitated

setting.

Theorem 5.6. Let LgUCA be the cost of online Algorithm 8 and Ly, be the optimal offline
capacitated cost. Then, (L) = O (L;).

Proof. We begin with Equation 5.4 given in Theorem 5.3 i.e, E(LEUCA) = O(frklogn+Ly).
Thus, we need to estimate the value of fr at the last round R. Let us consider any
16L350
round 7 such that f,. > W&T).
¢ < %(1 +log(n,)) + ¢.. Here, we pessimistically count one (first) centers in each ring

Then, number of centers opened in round r is given as

up to round r and ¢, is the number of centers opened in rings after opening former [k /1]
centers. In order to have more rounds than r, COCA needs ¢.. > 2¥(1+log(n,)). We will now
compute the probability that COCA terminates by round r. Applying Markov inequality
by using the above information along with E(q;) < 6L/ f, from Equation 5.2, we get the
probability of reaching the next round as at most 3/16. Thus, if b is the probability that

COCA terminates before round r. We have,

/

169L} N ‘
=0(fr) =0 (k‘log(ni)) : (using fr_1 = 2f, and b < 1)

On substituting this back, we get

16 L,k logn

COCAY __ b)) = ’
E(L; )—O(kalog(”)+Lp)_O< klogn, p>

Now since with high probability the algorithm will terminate at 7" round and from
doubling trick, we can say, n, > n. So, E(LJ*) = O(L;;ﬁ—i—L;;) = O(L;). This
completes the proof. The derived bounds exhibit a substantial reduction by a logarithmic
factor compared to Liberty et al. [38]. Note that, due to capacity constraints in an online
setup, there may be some miss-assignments compared to the offline method. However,
these disruptions will be minimal owing to constant cost bounds. Additionally, all results
hold for any scalar distance metric and for higher dimensions: manhattan or fractional
norms [264] are sometimes preferred over Euclidean.

O
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Next, we extend our proposed algorithms to accommodate group fairness constraints.
Since in online clustering, the total number of data points is not known in advance, so
ensuring minimum representation seems less practical from an implementation perspective.
Therefore, we model group fairness by limiting the over-representation of any group value
in a cluster. This automatically provides a fair chance for data points from other group
values. In order to control over-representation in each cluster, we model the problem as
online clustering with capacity constraints on each protected group value in every cluster.

In the next section, we will provide more details about the proposed fair algorithm.

5.6 Fair Capacitated Online Clustering Algorithm (COCAf)

In this section, we now extend the COCA to a fair version called COCAr. The main changes
from COCA involve having separate capacity constraints (v, Ya € [m]). Owing to similar
reasons as COCA we keep 7, same across all the opened centers. Now, since the data
points belonging to different group values can arrive in any order, we have separate center
opening costs for each group value. This will prevent assigning data points arriving late
in the stream to be also open as centers if they are not close enough to existing centers
(based on the p; value). Further, we also now estimate separately the number of data
points from each group value using the doubling trick. The complete pseudo-code for the

method is provided in Algorithm 9. We now discuss the theoretical results for COCAp.

5.6.1 Theoretical Results

We now first look into the expected number of centers opened by Algorithm 9, and
subsequently, cost approximation bounds. Primarily, the main changes in proof arise
from the fact that in COCAr, we now have center opening cost for each round r different
for each group value, i.e., f,, where a € [m] instead of a common f,. Further, the proofs
will now involve bounding the number of centers and cost separately for each group value
and then computing the complete results. We first summarize the result on the number

of centers opened by COCAr using the following theorem:

Theorem 5.7. If C is set of centers opened by COCAp, then, E(|C|) =
Xy o0 d ,’
O(Hk+?f<1+1ogna>1og(n6>+ mk +6’”{“é§§”b) where § = e d@a’)

ming ¢ (Ya) min 1 d(z,x’)

and a € [m] is the most dominant group value in dataset and b € [m] is the least dominant

! xAa

group value.

Proof. On similar lines as the previous proofs, suppose that C;, denotes the clustering of

data points in clustering C* belonging to group value a € [m]. Further let L. . be the

p7z7a

optimal capacitated clustering cost of cluster i and group value a € [m] and is given by
L. . = Exaecgja d(wa,¢*(24)). So the total optimal cost is L= >, >, L*%a:Zf:l i

Py,
Further, let A7, denote the average distance from data points belonging to group

h

value a € [m] in the i'" optimal cluster to its center and is computed as Al, =

ﬁ Yvaccr ATa, @ (24)) = Ly, /|Cf,]. Now consider ' be the first round when the

p7/[/7a
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Algorithm 9: Fully online COCAp

Input: set of datapoints X, protected group function p : X — [m] and capacity
constraint vy = {7y},

Output: cluster centers C and assignment function ¢

1 Initialize I' <~ @ // stores vacant capacity of center

N

© 0 N O ook W

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27

Open first Hy, data points as centers (Claim 5.1) and Vj € [Hy|, Va € [m] set
I'(¢j,a) =7a

Initialize ¢ <— @, Va € [m] set {rq < 1, ngr, < Hk, qar, < Hk, idz, < H}
£, « objective cost on Hy using Mulvey and Beck [242].
Initialize center opening cost fu,r = ((;94)/(klogna,,) Va € [m]
for each remaining x+ € X do
a < p(xy)
C < aJrgrninceC:F(c,a)>O d(xtﬂ C)
With probability p; = min (1, d(z¢, ¢)/ for.):

C+Cu {l‘t}

P(4) = @t

F(.It, a’) = Ya

Qa,re < Gar, + 1
Otherwise, with probability 1 — p;:

P(zy) =c
I'(c,a) =T(c,a) — 1

if g4, > %(1 +logng,r,) then

g < Tq+ 1

da,r, <0

fa,ra — 2fa,ra—1
end
idry <+ idx, + 1
if idx, > ng,, then

‘ Na,rq < 2na,ra

end

end
return (C, ¢)

21059,
klogng®
we bound the expected number of centers in two separate parts, i.e., before round ' and

center opening cost f,,» becomes some fraction of Lj; such that, fo,» >

Now,

second during and after round 7’. Let us first begin with the former,

211059,

klogng®
. . /_ . .

opening cost becomes twice at every round, we have f, 1 = 2" 1f.1. Substituting the

Case 1: By the definition of 7/, we have f,,_1 < Further, since the center

*

ﬁ%, we get, v’ < log (Z’) + 5. Therefore, before round r’, the number

of centers opened by the algorithm is for group value a € [m],

value of f,1 =

. 3k L
IE(|Cy|before r’) =0 797(1 + IOg na) IOg 67* (56)
a P
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Thus, summing the result for all group values,

]E(|C‘before r’) = Z ]E(|C‘la)ef0re r’)

a€[m)]

Now, let a € [m] be the most dominant group value in the dataset that is Ja € [m] : n, >
ny Vb € [m] then as logarithmic function is a monotonically increasing function we have

logng > logny Vb € [m] and ng >> v,. Therefore,

3mk
VU

L*
E(’C‘before r’) < (1 + log na) log (p) (5'7)

&

Case 2: Now, let’s look into computing the number of centers opened during and after
round 7’ in each of these rings. To this, we again divide the bounds into three subparts-
Case 2(a): First, we estimate the number of new centers that will open for the first time
in each ring for every group value. Let’s denote these centers as K!. Since there are a
total of (1 + logn,) rings in each cluster for each group value a € [m], therefore the total
number of such centers are Y ;. > >, 1 =mk(1 + logn,).

Case 2(b): Next, suppose there is a data point x that arrives and the closest center to x
has already reached its capacity; in such a case, the data point will continue searching for
the next closest center in any of the rings in increasing order of distance. There are two
possibilities: either data point x will find a vacant center, or its likelihood of becoming
a center increases as it delves further into the chain if the next closest center is too far
away (handled in the next case). Let’s denote the extra number of centers that need to be
opened up in any ring 7 due to the exhausting capacity of the first centers of Case 2a, be
denoted by K¢. It is important to note that once a center K! fills up and we need to open
a second center within the ring, then at least 19“% data points have already arrived and
been assigned. Therefore, the total number of such K¢ centers over all rings and clusters
is upper bounded by k/d, i.e., 3 K¢ < 3y k/Pa < #fz](ﬁ)

Case 2(c): Now since there were two possibilities: either data point x will find a vacant
center, or its likelihood of becoming a center increases as it delves further into the chain
if the next closest center is too far away. Now, the remaining task is to bound the
probabilistically opened centers in each ring apart from the centers opened in the previous
two subcases. To do this according to Algorithm 9, if a data point = is the initial center
opened within any ring, then the probability of subsequent point z’ from the same ring
opening as a center is defined and bounded using the properties of rings as follows:

do,a') _ dla,¢* (@) +da' 6" @) _, o, AT

fa,r’ fa,r’ fa,r’

(". using triangular inequality and ring property)

So, the expected number of centers that will open in any ring for all m group values over

all rounds r > 7" is 3 m Q'QTA?] *
- r>r! a=1 fa,r 0T,

|. Summing these probabilistic centers over all
rings and using fq, > f,,» we obtain the number of centers opened for estimating one

optimal cluster center as,
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>0
m 2 . QTA*
< Z e Z ’ z‘rra|
7>0a=1 a,r! r>r!
g Z fa iy i T,a’
<y ALYy e,
a=1 a=1J7"0a T>lxq.€CY
o~ 247,1C0] 4 .
< Z f Z 7 Z Z d(Ta, 9" (7a))
a=1 a,r! a=177"a 7>1 2a€CS ,
< 2L | 8 1
B a=1 f7 a=1 fr’,a
6mL, ;
< i (3b € ] far 2 for Va € m)])
fb,'r’
6mL;;’i
fr’,b
(usmg Lpza = A?,a’CZa| = Zazaecza d(ﬂ?a, qb*(l‘a)) and 27_114?,(1 S d(CCa, ¢*(xa)) vxa)
Summing this up for all £ cluster centers and considering the estimate of f; ,» > ]lflggi;’
get,
6mL}
Kﬁ < mL, < 6mk log ny (5.8)
fb,’r" 167,
Therefore, number of total centers opened in Case 2 are as follows
IE?47(|C’|durin!g; and after /) = O (Kﬂl' + Z K + Kllc))
T,k
3mk L} mk 6mk log ny,
=0 141 1 P 5.9
( g, L +logna)log (z) T i (@a) T 160, (5.9)

where a € [m] is the most dominant group value in the data stream and b € [m] is the
least dominant group value.

Now, since fully online algorithms are not aware of the values of L}, £} so, following the
lines as in Theorem 5.5, we consider, £ > ming ;e x:p4a d(xz,z'). Similarly let, Ly <
nmaxg ,cx d(x,x’). Substituting these values and adding initial Hj, centers completes
the proof. O

Theorem 5.8. Let LIC,UCAF be the cost of online fair Algorithm 9 and L, be the optimal
offline capacitated cost. Then, E(LI*) = O (L;‘,).

Proof. On the same lines as Theorem 5.3, 5.6, we bound the cost in two cases. In the
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first case, we bound the cost using Lemma 5.4. We now consider R as the last round
such that for > fa, for any round " < R. Then case 1 can be loosely upper bounded
as O(mfa r,) where a € [m] is the group value of data points that are available in most
abundance in the stream. The result uses the reasoning that the group most abundant in
the stream will probably have the highest (or doubling) facility opening cost towards the
last rounds or termination. The second case which dealt with bounding the data points
that are allocated within the ring and getting the upper bound of L7. To this, we have
the total expected cost over all rings as O(m fy, g, klogng + L) where a € [m] is the most
dominant group in terms of the number of total data points in the stream. Thus, we
now need to estimate the value of f, r, at the last round R. Let us consider any round
r such that f,,, > 16L3%a

= klog(na,rq)"
processed in online fashion from the data stream belonging to group value a € [m]. Then,

Here ng ., are the number of data points that have been

the number of centers opened in round r is given as ¢, ,, < 19—]2(1 + log(na,r,)) + @, -
Here, we pessimistically count one (first) centers in each ring up to round r and qfwa is
the number of centers opened in rings after opening former [k/9J,]| centers. In order to
have more rounds than r, COCAr needs g, > 129—];(1 + log(nq,r,)). We will now compute

the probability that COCAr terminates by round r. Applying Markov inequality by using

*
p

the next round as at most 3/16. Thus, if b is the probability that COCAr terminates before

round r. We have,

the above information along with E(q;,,.,) < 6L}/ far,, we get the probability of reaching

E(fana) = bfara1 + (1= 1) i fara (12) <1?%>_

13\ X ., /3"
< bfarn + fara(1— D) (16> ;2 (16>
=0 =0 Lomdaly i =2 db<1
= Olfara) = klog(na,r,) (using foro—1 = 2far, and b< 1)

On substituting this back, we get

16L;§19ak: log ng

E(LE) = O(m o, klog(na) + L) =o( P+ ;;)

such that a € [m] be the most dominant group in the stream. Now, since with high
probability, the algorithm will terminate at r*" round and from doubling trick, we can say,
n, > n. So, E(LJ**) = O (L;ﬁa + L;;) = O(Ly). This completes the proof. Additionally,
all results hold for any scalar distance metric.

O

5.7 Experimental Results and Discussion

We will now validate our proposed approaches against SOTA on following datasets

motivated by clustering literature [44]:
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+ Syntheticld: consist of 1000 points sampled each from {N;(p = 1+a-i,o = 2)}5_,,

where a = 7 in well separable (s) and a = 5 in partially overlapping (o) clusters.

o Synthetic2d: consist of 1000 points sampled each from {N;(p = 1+ a -4, X =
Iox2)}¥ |, where variable ‘a’ as above and I is identity matrix. Synthetic2d is
shortened to Syn2d.

e Adult’: The data is collected from 32562 people comprising 21790 males and 10771
females during US Census 1994. The five feature attributes chosen for the present
study are: age, fnlwgt, education_num, capital_gain, hours_per_week; and align with

prior literature on clustering [44].

« BankS’: Marketing records of 411109 Portuguese campaigns. The dataset consists
of 11568 samples from singles, 24928 from married, and 4612 from divorced people.
The six feature attributes consistent with previous research [44] are — age, duration,

campaign, cons.price.idx, euribordm, nr.employed.

« Diabetes”: Medical records with 100, 000 instances collected over the last ten years
from 130 US hospitals. It is collected from 54708 male and 47055 females. The

feature attributes are age, time_in_hospital [44].

Experimental Setup: All experiments are performed on Intel Xeon with 280GB RAM,
and Python 3.6. We report mean and standard deviation over ten independent runs and
seed from set {0,100, ...,900}. Notably, the capacity parameter (1) is such that ¥ > 1,
with ¢ = 1 representing the most restrictive scenario, i.e., having uniform capacities. The
code® is publicly available for use.

We divide the experimental analysis into two subsections. We first validate the efficacy
of an unfair online capacitated clustering algorithm and then later investigate the fair

variation of the method. We evaluate the performance of COCA against the following;:

e Uncapacitated Online k-means We call fully online algorithm as LIB for
comparison with COCA (see Section 5.3 for working of algorithm). A heuristic
approach is also provided by the authors in which they initially open (k + 1) data
points as centers and compute £, by taking half sum of ten closest neighbours instead
of the pairwise minimum distance between (k + 1) data points. Further, they drop
logarithmic factors by setting ¢. > k and increasing f. by ten times instead of
doubling it. We denote this as LIBy [38]. Note that while LIBy outperforms LIB but

it lacks theoretical results to support it.

o Capacitated Online Clustering Heuristic (COCH): Motivated from LIBy, we

also use heuristic with a selection of (k + 1) initial points as centers, setting g, > k

Sarchive.ics.uci.edu/ml/datasets/Adult
Sarchive.ics.uci.edu/ml/datasets/Bank+4Marketing
Tarchive.ics.uci.edu/dataset /116 /us+census+data-+1990
Shttps://github.com/shivi98g/Capacitated-Online-Clustering- Algorithm
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and updating f. by ten times in COCA to enable comparison of COCH with LIBy
(pseudo-code in Algorithm 10).

o Offline Capacitated Clustering (CAP): Assigns data points to closest vacant
centers and performs mean (or median) center updates as in heuristic [242]. We

compare the algorithm with both k-means and k-median variation of the method.

Additionally, for comparison of COCAr, we introduce an additional heuristic method similar
to LIBy, COCH. We call it COCHp. It uses a heuristic with a selection of (k+ 1) initial points
as centers, setting ¢, > k and updating f. by ten times in COCAr. We now discuss the

metrics on which we compare these methods.

Metric: We re-introduce: Kktarget; Kactuai. The former is the input for any online
algorithm, while the latter represents the count of final centers opened. Also, we compare
COCA’s performance on cost. It involves comparing the cost of online solutions when
executed for Kiarger as input (resulting in Kactua1 centers) v/s their offline counterparts
when executed and compared on kactua1 centers. An important note that since LIB and
the proposed COCA have theoretical guarantees and should thus be compared. In contrast,

LIBy and proposed COCH are heuristic approaches that warrant comparison.

5.7.1 Analysis in Unfair Online Setting

The first half of the experimental analysis focuses on the online capacitated setting with
the capacity constraint on overall cluster sizes, i.e., we compare proposed COCA, COCH with
the uncapacitated online clustering methods. We will later see in Section 5.7.2 the fair

setting where capacity constraints are provided for each protected group at every cluster.

Analysis on Number of Centers Opened

—~Under uniform capacities (¢ = 1): We compare the centers opened by COCA, COCH
with SOTA. Results for on Ktarger of 2,3,5,7,10,15,20,25,30 and 40 are listed in Tables
5.1 to 5.10. As can be observed from the tables, though the number of centers opened for
the lower value of target k are slightly larger in a few datasets for COCA as compared to
LIB due to capacity constraints. But as the value of target k increases, we see that COCA
results in significantly fewer cluster centres than LIB. It is primarily due to our idea of
opening Hj, number of initial centers instead of opening only (k4 1) points. This helps in
getting a better estimate of the lower bound on optimal cost. Further, we can observe that
the proposed COCA and COCH demonstrate significantly lower deviations than LIB, LIBy.
This is attributed to the doubling trick instead of increasing the estimate of the number of
points in a linear fashion. Reduced variance helps online algorithms avoid opening more
centers than the target. For heuristics, the gap between kiarget, Kactua1 is tolerable for
lower targets and slightly high in higher targets, considering the rising uncertainty of the

arrival order of points.
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Algorithm 10: Fully online COCH

Input: stream X and capacity parameter ~y
Output: cluster centers C' and assignment function ¢

Initialize I' <~ @ // stores vacant capacity of center
Open first k + 1 points as centers and Vj € [k + 1] set I'(¢j) =~
Initialize ¢ <+ @, r <1, ¢ < k+1
¢, < objective cost on k + 1 points using Mulvey and Beck [242].
Initialize center opening cost f. = (;9/k
for each remaining x; € X do
C < al"gInincEC:l"(c)>0 d(:nt’ C)
With probability p; = min (d(z4, ¢)/ fr, 1):
¢(9€t) = Tt
L(z) =
@ gr+1
Otherwise, with probability 1 — p;:
d(xy) =¢; T(c) =T(c)— 1.
if ¢, > k then
‘ r«—r—+1; q-«<0;, f<10f-_1.
end
end

return (C, ¢)

~Under relaxed capacities (9 > 1): We also evaluate the performance of COCA and COCH

as the capacity parameter (1) is relaxed from 1 to 2.5,5,7, and Ktarget- Lhe results are

presented in Tables 5.11 to 5.15 for k¢arget values spanning from 2 to 40. Remarkably, we

observe that the number of opened centers remains relatively consistent even as we relax

the constraint on ¥ from the most restrictive setting of one. This can be attributed to the

fact that the online algorithms, whether capacitated or uncapacitated, open a sufficient

number of centers to accommodate all points due to the unknown order of arrival of data

points in the online setting. While there are a few datasets and target values where a

slight difference (increase or decrease) in centers occurs.

Dataset LIB coca LIBy COCH

Adult 292.9+20.79 | 541.7 £+ 79.80 9.0£0.0 | 9.0£0.0
Bank 311.9£33.29 | 544.3 £+ 82.69 9.0£0.0 | 9.0£0.0
Diabetes 109.5£15.18 | 143.5 + 16.55 8.6+0.79 | 9.0£0.0

Syn2d-(s) 134.24+45.52 | 113.9 + 19.32 7.0£1.54 | 8.5+0.67
Syn2d-(o) 142.14£72.06 | 137.1 &+ 21.39 7.0+0.44 | 7.8+0.60
Synld-(s) 104.8+98.75 | 57.6 + 8.18 6.8+1.32 | 6.2+0.75
Syn1d-(o) 66.6+£34.67 | 61.9 £ 7.54 7.841.32 | 6.6+0.49

Table 5.1: Comparison against unfair COCA, COCH on Kkactua1 against various SOTA methods

when Kgarger is 2 under uniform capacities (i.e., ¢ is 1).
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Dataset LIB coca LIBy COCH
Adult 474.0£67.56 | 766.4 + 107.53 12.8+0.6 | 13.8+0.87
Bank 522.1£71.14 | 737.5 £+ 98.59 12.1£1.13 | 13.440.79
Diabetes 145.4422.64 141.0 + 13.59 12.04+1.09 | 12.84+0.6
Syn2d-(s) 197.5+56.34 | 212.9 + 31.09 8.9+1.37 | 10.1£0.3
Syn2d-(o) 197.5+£56.34 | 197.0 £+ 25.82 9.3+£1.01 | 10.3+0.45
Synld-(s) 137.7+£108.37 | 82.2 £+ 8.67 9.9+1.3 10.0+0
Synld-(o) 142.4492.71 | 77.4 + 8.94 9.8+1.24 | 10.1£0.3

Table 5.2: Comparison against unfair COCA, COCH on Kkactua1 against various SOTA methods

when Kiarget is 3 under uniform capacities (i.e., ¥ is 1).

Dataset LIB cocA LIBy COCH
Adult 806.7£93.32 | 1012.1 &+ 133.66 20.0£1.34 | 21.7£1.18
Bank 886.1£115.89 | 1095.7 £+ 133.58 19.7£1.48 | 21.4+1.2
Diabetes 195.8426.97 | 170.5 £ 12.75 17.5+0.80 | 19.1+1.51
Syn2d-(s) 454.9£173.15 | 302.8 & 35.08 12.9£1.3 | 16.0£1.48
Syn2d-(o) 454.9£173.15 | 339.8 + 33.11 13.6£1.2 | 16.9+1.3
Syn1d-(s) 263.9£105.39 | 103.6 £+ 18.34 13.4£1.68 | 17.943.38
Synld-(o) 241.9£88.46 | 102.7 £ 19.19 13.7£1.61 | 17.7£2.93

Table 5.3: Comparison against unfair COCA, COCH on Kkactua1 against various SOTA methods

when Kiargetr is 5 under uniform capacities (i.e., ¥ is 1).

Dataset LIB COCA LIBy COCH

Adult 1153.4£159.58 | 1220.5 £+ 126.19 26.3£1.73 | 29.3£0.45
Bank 1311.6£137.23 | 1388.1 &+ 180.04 26.4+2.01 | 29.4£0.66
Diabetes 214.4£25.81 163.8 £ 8.07 22.3£0.64 | 24.9£2.11
Syn2d-(s) 826.6+£166.96 | 362.2 £ 41.35 17.9£2.62 | 23.443.50
Syn2d-(o) 826.6£166.96 | 390.5 £+ 60.86 19.5£2.20 | 23.6+ 2.53
Syn1d-(s) 401.1£168.74 | 123.2 £ 12.79 18.1£2.94 | 21.94+1.57
Synld-(o) 431.3£190.35 | 127.5 + 17.51 18.4£2.61 | 22.0+1.18

Table 5.4: Comparison against unfair COCA, COCH on kactua1 against various

when kiarget is 7 under uniform capacities (i.e., ¥ is 1).

SOTA methods

Dataset LIB coca LIBy COCH
Adult 1857.4+206.12 | 1735.8 £+ 202.95 36.5+2.57 | 41.0£0.44
Bank 1969.5+£205.36 | 1751.4 + 191.69 37.3+3.00 | 41.3+0.64
Diabetes 246.3+20.34 189.0 + 16.05 31.14+0.3 | 33.9£2.7
Syn2d-(s) 1357.8+358.48 | 619.3 £ 90.66 29.7+4.10 | 32.5£3.90
Syn2d-(o) 1357.8+£358.48 | 675.6 + 99.39 31.04+3.34 | 33.8+4.77
Synld-(s) 938.4+560.99 252.1 £ 44.50 28.7+2.9 | 31.0£0.44
Synld-(o) 910.4£485.25 | 239.1 + 34.03 28.7+2.45 | 31.1£0.3

Table 5.5: Comparison against unfair COCA, COCH on Kkactua1 against various

when Ktarget is 10 under uniform capacities (i.e., ¥ is 1).

SOTA methods
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Dataset LIB coca LIBy COCH
Adult 3143.14£866.86 | 2205.6 £ 251.65 54.5+5.46 | 60.9£0.3
Bank 3273.6+£504.60 | 2325.3 £ 246.43 59.2+2.56 | 63.9£2.91
Diabetes 265.84+4.70 206.0 + 7.94 50.74£5.86 | 47.94+2.80
Syn2d-(s) 2240.3+£379.80 | 948.0 + 126.29 51.6+5.14 | 57.4£5.00
Syn2d-(o) 2240.3+379.80 | 1031.8 £ 127.52 51.94+4.88 | 57.84+3.40
Synld-(s) 1536.4+904.62 292.8 £ 62.04 47.842.22 | 51.7+7.75
Synld-(o) 1603.2+1149.23 | 331.3 £ 71.18 46.9+£2.54 | 48.3+2.83

Table 5.6: Comparison against unfair COCA, COCH on kactua1 against SOTA methods when

target is 15 under uniform capacities (i.e., ¥ is 1).

Dataset LIB cocA LIBy COCH
Adult 4657.4+1060.78 | 2579.4 £ 258.59 77.14£5.37 | 81.0£0.0
Bank 4469.84544.19 | 2867.3 £ 309.31 80.3£2.09 | 82.4£2.11
Diabetes 268.8+1.4 211.3 £ 15.58 71.5+7.81 | 66.4.1£6.74
Syn2d-(s) 3713.8£750.72 | 964.7 = 110.01 65.7£4.63 | 62.6+6.29
Syn2d-(o) 3713.8£750.72 | 1175.0 £ 177.38 72.3+6.45 | 68.5+£6.21
Syn1d-(s) 2136.1£674.30 | 451.1 £ 44.47 66.6+£6.37 | 69.0£5.13
Syn1d-(o) 2141.24£432.02 | 498.7 £ 56.46 69.3£7.03 | 80.3£2.23

Table 5.7: Comparison against unfair

COCA, COCH on kactua1 against SOTA methods when

Ftarget is 20 under uniform capacities (i.e., ¥ is 1).

Dataset LIB COCA LIBy COCH
Adult 5946.6+1382.66 | 2858.7 4+ 284.03 94.7+7.31 100.3+2.79
Bank 5571.2+£701.10 3007.6 + 256.45 98.6+4.94 102.1+1.04
Diabetes 270.14+1.3 224.4 + 9.44 124.9450.44 | 83.6£6.96
Syn2d-(s) 4939.5+1032.33 | 1117.0 4+ 98.45 88.9+6.87 88.9+7.59
Syn2d-(o) 4939.5+1032.33 | 1365.3 + 153.64 93.3£8.05 95.3£6.35
Synld-(s) 3565.6+£1281.58 | 407.2 £ 55.26 88.9+6.87 72.947.32
Syn1ld-(o) 3722.4+1478.66 | 443.2 £+ 70.21 92.4+8.69 75.54+6.75

Table 5.8: Comparison against unfair

COCA, COCH on kactua1 against SOTA methods when

Ftarget is 25 under uniform capacities (i.e., 9 is 1).
Dataset LIB cocA LIBy COCH
Adult 7136.4+1617.56 | 3071.1 £+ 251.07 114.748.1 118.7+4.00
Bank 6756.1£834.40 3485.0 £+ 335.15 116.2+6.24 122.9 + 1.58
Diabetes 271.5+1.74 252.7 + 12.46 198.74+75.14 | 93.6£2.42
Syn2d-(s) 6728.9+£1585.75 | 1479.2 + 201.29 116.8+7.39 94.2+3.89
Syn2d-(o) 6728.9+£1585.75 | 1775.5 + 222.62 120.2+5.05 97.0+4.63
Synld-(s) 4489.2+1692.76 | 601.4 £+ 50.25 116.8+7.39 91.940.83
Synld-(o) 4055.8+£1609.87 | 567.1 £ 44.78 112.5+8.64 92.5+1.69

Table 5.9: Comparison against unfair COCA, COCH on kactua1 against various SOTA methods

when Etargetr is 30 under uniform capacities (i.e., ¥ is 1).
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Dataset LIB coca LIBy COCH

Adult 9865.84+1889.41 | 3594.8 + 294.33 154.4+8.19 | 159.6+3.93
Bank 9516.1+1094.63 | 3744.7 £ 576.77 161.3+2.53 | 162.1£1.92
Diabetes 274.4 + 2.53 323.3 £ 7.87 251.8+47.46 | 117.0+9.04
Syn2d-(s) 8872.24+1635.30 | 1756.2 £+ 143.67 155.24£9.17 | 138.9£18.07
Syn2d-(o) 8872.2+1638.30 | 2134.1 + 238.14 156.9+£12.41 | 145.6£13.74
Synld-(s) 5744.6+1227.76 | 786.5 + 74.76 155.249.17 | 117.14+16.94
Synld-(o) 5955.841470.21 | 801.0 £ 70.28 155.44+10.73 | 118.44+20.34

Table 5.10: Comparison against unfair COCA, COCH on kactua1 against SOTA methods when
Ktarget is 40 under uniform capacities (i.e., ¥ is 1).

Dataset ¢ =1 ¥ = 2.5 Y =25 Y =7 ¥ = Kiarget

Adult 541.7 £ 79.80 | 498.0 £ 73.71 | 515.5 £ 79.13 | 533.1 £ 82.67 | 578.9 + 93.62
Bank 544.3 £ 82.69 | 504.2 £+ 76.26 | 545.3 £ 84.54 | 533.1 £+ 82.67 | 509.4 + 78.28
Diabetes | 143.5 4+ 16.55 | 152.6 + 18.67 | 127.0 &+ 15.47 | 137.7 + 17.06 | 131.7 £ 17.92

Table 5.11: Kactua1 on COCA methods when Ktarget is 2 under varying capacity parameter
(i.e., ¥ values).

Dataset 9 =1 ¥ =25 ¥ =5 9 =7 ¥ = Ktarget

Adult 766.4 £ 107.53 | 766.4 + 107.53 | 766.4 £ 107.53 | 766.4 + 107.53 | 763.2 £ 103.11
Bank 737.5 £ 98.59 | 737.5 £ 98.59 | 737.5 £ 98.59 | 736.5 + 98.98 | 736.2 £ 98.98
Diabetes | 141.0 £ 13.59 | 141.0 4+ 13.59 | 141.0 £+ 13.59 | 141.0 &+ 13.59 | 142.3 + 13.50

Table 5.12: Kactua1 on COCA methods when Ktargetr is 3 under varying capacity parameter
(i.e., ¥ values).

Dataset

9 =1

¥ =25

9 =25

9 =7

¥ = ktarget

Adult

1735.80 + 202.95

1735.80 &+ 202.95

1735.80 £ 202.95

1735.80 = 202.95

1746.1 £ 201.22

Bank

1751.4 + 191.69

1751.4 £+ 191.69

1751.4 + 191.69

1751.4 £+ 191.69

1748.7 + 187.29

Diabetes

189.0 £ 16.05

189.0 £ 16.05

189.0 £ 16.05

189.0 £ 16.05

187.4 £ 15.04

Table 5.13:

Factua1l on COCA methods when Kiargetr is 10 under varying capacity parameter
(i.e., ¥ values).

Dataset 9 =1 ¥ = 2.5 ¥ =25 9 =7 ¥ = Kiarget
Adult 2858.7 £ 284.03 | 2858.7 £ 284.03 | 2858.7 + 284.03 | 2858.7 £ 284.03 | 2857.4 £+ 275.42
Bank 3007.6 £ 256.45 | 3007.6 £+ 256.45 | 3007.6 + 256.45 | 3007.6 £ 256.45 | 3002.1 & 247.06
Diabetes | 224.4 + 9.44 224.4 £ 9.44 224.4 £ 9.44 224.4 £ 9.44 226.1 + 8.45

Table 5.14: Kactua1 on COCA methods when Kiarget is 25 under varying capacity parameter
(i.e., ¥ values).

Analysis on Clustering Cost

—Comparison to k-means clustering: We further validate our theoretical findings

on the constant approximation of different online methods to their offline counterparts.
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Dataset v =1 Y =25 v =5 v =7 Y = Ktarget
Adult 3594.80 + 294.33 | 3594.80 £ 294.33 | 3594.80 4+ 294.33 | 3594.80 + 294.33 | 3592.0 £ 298.70
Bank 3744.7 + 576.77 3744.7 + 576.77 3744.7 + 576.77 3744.7 + 576.77 3907.9 4+ 6347.39
Diabetes | 323.3 &+ 7.87 323.3 £ 7.87 323.3 £ 7.87 323.3 £ 7.87 324.2 + 6.76

Table 5.15: Kactua1 on COCA methods when Kiarger is 40 under varying capacity parameter
(i.e., ¥ values).

To this, we compare our fully online algorithm (COCA) to its offline capacitated k-means
(CAPkms) (Figure 5.2). We further reproduce the result from uncapacitated online LIB to
offline setting (k-means) (Figure 5.2). The Figure shows that our approximation factor
For the Diabetes dataset, due to the

existence of local minima [44] and the fact that sometimes the offline algorithm gets stuck

ratio is near one for Adult and Bank datasets.

in local optima, we observe that the ratio is slightly below one. We further see that for the
most number of the values of k¢arget, the ratio in the capacitated setting is lower than that
of the uncapacitated setting. Further, we experimentally analyze the cost approximation
factors of heuristic approaches in both capacitated and uncapacitated settings in Figure
5.3. Additionally, as an extended study, we even check how far is our cost approximation
from online capacitated clustering COCA to offline uncapacitated k-means (standard vanilla
algorithm) in Figure 5.4 and obtain similar constant cost approximation observations.

—Comparison to k-median clustering: We also replicate all cost comparison
experiments using the k-median update objective. In this context, we substitute (CAPgy,s)
with the offline capacitated k-median version (CAPg,,q) introduced by Mulvey and Beck
[242], and we replace offline uncapacitated k-means with offline uncapacitated k-median.
The cost comparisons for COCA and LIB are presented against their capacitated and
uncapacitated counterparts in Figures 5.5 and 5.6. Similarly, for COCH and, we present
the results in Figures 5.7 and 5.8. In summary, we note constant cost approximations,

mirroring k-means setting.
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Diabetes (LCOCA/LCAPkms) —— Adult (LCDCA/LCAPkmS) Bank (LCOCA/LCAPMS)
—o— Diabetes (LLIB/Lkmeans) —— Adult (LLIB/Lkmeans) —A— Bank (LLIB/Lkmeans)
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Figure 5.2: Cost approximation of COCA to offline capacitated k-means clustering (CAPyps).
Additionally, provide cost approximation of uncapacitated online clustering heuristic LIB
to uncapacitated offline k-means.

Diabetes (LCDCH/LCAPkmS) —a— Adlllt (LCDCH/LCAPkmS) Bank (LCOCH/LCAPkmS)
—o— Diabetes (LLIBH/Lkmeans) —— Adult (LLIBH/Lkmeans) —— Bank (LLIBH/LkmeanS>
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Figure 5.3: Cost approximation of COCH to offline capacitated clustering CAPyys.
Additionally, provide cost approximation of uncapacitated online clustering LIBy to
uncapacitated offline k-means.
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Diabetes (Lcoca/Lxneans) —# Adult (Lcoca/Lneans) Bank (Lcoca/Lxneans)
—o— Diabetes (LLIB/Lkmeans) —— Adult (LLIB/Lkmeans) —— Bank (LLIB/Lkmeans)
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Figure 5.4: Cost approximation of COCA to offline capacitated clustering k-means.
Additionally, provide cost approximation of uncapacitated online clustering LIB to
uncapacitated offline k-means.

Diabetes (LCDCA/LCAPkm) —a— Adult (LCUCA/LCAPkmd) Bank (LCDCA/LCAPkmd)
—o—Diabetes (L.1s/Lyneaian) —* Adult (Ly1s/Lynedian) 7 Bank (Ly1s/Limedian)
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Figure 5.5: Cost approximation of COCA to offline capacitated k-median (CAPyyq).
Additionally, provide the level of comparison of cost approximation of uncapacitated online
clustering heuristic LIB to uncapacitated offline k-median.
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Diabetes (Lcoca/Lxmedian) —#— Adult (Lcoca/Lymedian) Bank (Lcoca/Lmedian)
—o— Diabetes (Li11p/Lxnedian) —*— Adult (Li1p/Lxnedian) —*— Bank (Lr1s/Limedian)
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Figure 5.6: Cost approximation of COCA to offline capacitated clustering k-median.
Additionally, provide cost approximation of uncapacitated online clustering LIB to
uncapacitated offline clustering k-median.

Diabetes (WCUCH/WCAPMd) —a— Adult (WCUCH/WCAPMd) Bank (WCGCH/WCAPmd)
—e— Diabetes (Wi1p, / Winedian) —¢— Adult (Wyiip, / Winedian) —— Bank (Wi, /Wimedian)
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Figure 5.7: Cost approximation of COCH to offline capacitated k-median CAPyy,.
Additionally, provide cost approximation of uncapacitated online clustering LIBy to
uncapacitated offline k-median.
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Diabetes (Lcocn/Lxmedian) —#— Adult (Lcocu/Limedian) Bank (Lcoct/ Lxnedian)
—o— Diabetes (Lyr1p,/Lxnedian) —4— Adult (Lr1p,/Lxnedian) —*— Bank (Lyi1s,/Lxnedian)
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Figure 5.8: Comparison of cost approximation of COCH to offline capacitated clustering
k-median. Additionally, the cost approximation of uncapacitated online clustering LIBy
to uncapacitated offline clustering k-median is provided.

Ablation Study on Cluster Sizes

We now conduct an ablation study on cluster sizes for proposed COCA and LIB for uniform
capacity and uncapacitated setting. The mean value of variance in cluster sizes across
ten independent runs are reported in Table 5.16 to 5.20 for uniform and uncapacitated
settings, respectively. The lower mean value indicates that across different runs, the
variation in cluster sizes across all opened centers is not much and favourable in many
instances, as discussed in the motivational example in the main paper. Note that in a
uniform setting, we report results only for COCA as LIB is an online uncapacitated method
and does not inherently accommodate capacity constraints. In an uncapacitated setting, it
can be observed that the mean value is low especially on more challenging smaller ktarget
and perform comparably to LIB as ktarget increases. Note that the COCA offers flexibility by

allowing users to choose capacity constraints as per the necessity of real-world application.

¥ = 1 (Uniform Capacity) ¥ = ktarger (Uncapacitated)
Dataset LIB | COCA LIB cocA
Adult - 49.72 80.61 | 50.73
Bank - 62.71 111.29 | 59.64
Diabetes - 616.45 730.16 | 644.57

Table 5.16: The table reports the mean value of deviation in cluster sizes across ten
independent runs on opening kactua1 clusters when Ktarget is 2 for COCA, LIB. Since LIB is
uncapacitated approach we report its result under ¥ = ktarger setting.
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Table 5.17: The

¥ = 1 (Uniform Capacity) ¥ = ktarget (Uncapacitated)
Dataset LIB | COCA LIB COCA
Adult - 34.92 55.76 | 34.58
Bank - 46.18 65.47 | 46.23
Diabetes - 631.50 626.80 | 622.09

table reports the mean value of deviation in cluster sizes across ten
independent runs on opening kactua1 clusters when Ktarger is 3 for COCA, LIB. Since LIB is

uncapacitated approach we report its result under ¥ = k¢arger setting.

¥ = 1 (Uniform Capacity) ¥ = Ktarger (Uncapacitated)
Dataset LIB | COCA LIB CcocA
Adult - 17.09 15.25 | 17.07
Bank - 20.86 17.07 | 20.50
Diabetes - 586.35 542.34 | 582.80

Table 5.18: The table reports the mean value of deviation in cluster sizes across ten
independent runs on opening Kactua1 clusters when Kiarget is 10 for COCA, LIB. Since LIB
is uncapacitated approach we report its result under ¥ = kiarger setting.

¥ =1 (Uniform Capacity) ¥ = Ktarger (Uncapacitated)
Dataset LIB | COCA LIB cocAa
Adult - 11.24 4.87 11.14
Bank - 12.50 5.94 12.51
Diabetes - 565.06 528.23 | 564.54

Table 5.19: The table reports the mean value of deviation in cluster sizes across ten
independent runs on opening kactua1 clusters when kgarget is 25 for COCA, LIB. Since LIB
is uncapacitated approach we report its result under ¥ = kiargetr setting.

¥ = 1 (Uniform Capacity) ¥ = ktarger (Uncapacitated)
Dataset LIB | COCA LIB COCA
Adult - 9.13 2.76 9.13
Bank - 9.96 4.9006 | 9.97
Diabetes - 508.84 526.12 | 508.78

Table 5.20: The table reports the mean value of deviation in cluster sizes across ten
independent runs on opening Kactua1 clusters when Kiarger is 40 for COCA, LIB. Since LIB
is uncapacitated approach we report its result under ¥ = k¢arger setting.
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Reduction to Uncapacitated Problem (Unrestricted Setting)

We set 9 = k (unrestricted) in our algorithms and assess their performance on kactya1 and
cost. The findings are summarized below:

—Observation on Number of Centers Opened: We report the comparison between
uncapacitated COCA and LIB on the number of centers for different kiarger values in Table
5.21 to 5.30. The results on the number of centers resemble the uniform capacities but
significantly better than LIB. Our observations indicate that, while for smaller target
values LIB exhibits a slightly lower count of opened centers, the performance of LIB
deteriorates as the target increases. This supports our choice to choose Hj as the initial
set of centers compared to k£ + 1 points in LIB.

—Observation on cost: Here, we set ¥ = k in our algorithms and assess their performance
on cost. Particularly notable are the results in the cost comparison between COCA, and LIB,
plotted in Figure 5.9 and 5.10 which confirms a logarithmic reduction using the doubling
trick. Note that here, we re-visualize the results for real-world datasets separately for

enhanced clarity and additionally provide results on synthetic datasets.

Dataset LIB COCA LIBy COCH
Adult 292.9 4+ 20.79 | 578.9 + 93.62 9.0 0.0 | 9.0+ 0.0
Bank 311.9 4+ 33.29 | 509.4 + 78.28 9000 |924+04

Diabetes 109.5 +£ 15.18 | 131.7 £ 17.92 8.6 +0.79|91+03

Table 5.21: Comparison of Kactua1 When kearget is 2 and 9 is Krarget (uncapacitated setting)
for COCA, COCH against uncapacitated SOTA.
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Figure 5.9: Cost comparison of COCA (unrestricted setting, i.e., when ¥ is ktarget) to
LIB. The plots validate the theoretical cost reduction of a logarithmic factor on different
datasets: (a) Adult, (b) Bank.

5.7.2 Analysis of Online COCAr with Fairness as Capacity Constraints:

We now validate the efficacy of the online capacitated algorithm when capacity constraints

are provided at a finer level rather than just adding constraints on overall cluster sizes. We
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Table 5.22: Comparison of kactua1 When Kearget is 3 and 9 is kearger (uncapacitated setting)

Dataset LIB COCA LIBy COCH
Adult 474.0 £ 67.56 | 763.2 £+ 103.11 128 £ 0.6 | 13.8 £ 0.87
Bank 522.1 + 71.14 | 736.5 + 98.98 12.1 £ 1.13 | 13.4 £ 0.79
Diabetes 145.4 £ 22.64 | 142.3 + 13.50 12.0 £ 1.09 | 12.8 £ 0.6

for COCA, COCH against uncapacitated SOTA.

Table 5.23:

Dataset LIB COCA LIBy COCH
Adult 806.7 + 93.32 | 1010.4 £ 133.40 20.0 £ 1.34 | 21.7 £ 1.18
Bank 886.1 + 115.89 | 1091.1 + 133.72 19.7 £ 148 | 214 £ 1.2
Diabetes 195.8 £ 26.97 | 171.1 + 7.96 17.5 £ 0.80 | 19.1 &+ 1.51

Comparison of kactua1 When Kgarget is 5 and 1 is Karger (uncapacitated setting)

for COCA, COCH against uncapacitated SOTA.

Dataset LIB CcocA LIBy COCH

Adult 1153.4 + 159.58 | 1213.3 £ 131.88 29.3 £ 0.45 | 29.3 £ 0.45

Bank 1311.6 &+ 137.23 | 1392.5 4+ 178.84 26.4 £+ 2.01 | 29.4 + 0.66

Diabetes 214.4 + 25.81 164.0 4+ 10.23 223 £0.64 | 249 + 2.11
Table 5.24:

Comparison of kactua1 When Kgarget is 7 and 1 is Karger (uncapacitated setting)

for COCA, COCH against uncapacitated SOTA.

Dataset LIB CoCA LIBy COCH

Adult 1857.4 + 206.12 | 1746.1 + 201.22 36.5 & 2.57 | 41.0 £+ 0.44
Bank 1969.5 £ 205.36 | 1748.7 £ 187.29 373 £3.0 | 41.3 £ 0.64
Diabetes 246.3 + 20.34 187.4 £ 15.04 31.1 £ 0.3 | 33.9+£2.70

Table 5.25: Comparison of Kactua1 When Kiarger is 10 and ¥ is Aiarger (uncapacitated

setting) for COCA, COCH against uncapacitated SOTA.

Dataset LIB COCA LIBy COCH

Adult 3143.1 £ 866.86 | 2208.3 £ 254.00 54.5 & 5.46 | 60.9 £ 0.30
Bank 3273.6 £ 504.60 | 2324.0 + 249.02 59.2 4+ 2.56 | 63.9 & 2.91
Diabetes 265.8 + 4.70 204.3 + 8.96 50.7 &£ 5.86 | 47.9 + 2.80

Table 5.26: Comparison of Kactua1 When Kiarger is 15 and ¥ is Atarger (uncapacitated

setting) for COCA, COCH against uncapacitated SOTA.

Dataset LIB cocA LIBy COCH
Adult 4657.4 £+ 1060.78 | 2566.2 £ 256.22 77.1 £ 5.37 | 81.0 £ 0.0
Bank 4469.8 £+ 544.19 | 2863.4 £ 312.30 80.3 + 2.09 | 82.4 £ 2.10
Diabetes 268.8 = 1.4 211.1 + 13.07 71.5 £ 7.81 | 66.0 £ 6.55

Table 5.27: Comparison of Kactua1 When Kiarger is 20 and ¥ is Ktarget (uncapacitated

setting) for COCA, COCH against uncapacitated SOTA.
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Dataset LIB CcocA LIBy COCH

Adult 5946.6 £ 1382.66 | 2857.4 £+ 275.42 94.7 £ 7.31 100.3 £ 2.79
Bank 5571.2 £ 701.10 | 3002.1 & 247.06 98.6 £ 4.94 102.1 £ 1.04
Diabetes 270.1 £ 1.3 226.1 £ 8.45 124.9 £+ 50.44 | 83.6 = 7.07

Table 5.28: Comparison of Kactua1r When Kiarger is 25 and ¥ is kiarger (uncapacitated
setting) for COCA, COCH against uncapacitated SOTA.

Dataset LIB Cc0ocA LIBy COCH

Adult 7136.4 £ 1617.56 | 3075.7 + 268.01 114.7 £ 8.1 118.7 + 4.00
Bank 6756.1 £ 834.40 | 3490.7 &+ 320.93 116.2 £ 6.24 | 1225 £ 1.5

Diabetes 271.5 £ 1.74 254.3 £ 12.89 198.7 £ 75.14 | 93.4 + 2.24

Table 5.29: Comparison of Kactua1r When Kiarger is 30 and ¥ is Kiarger (uncapacitated
setting) for COCA, COCH against uncapacitated SOTA.

Dataset LIB C0ocA LIBy COCH

Adult 9865.8 £ 1889.41 | 3592.0 £ 298.70 154.4 £ 8.19 | 159.6 £ 3.92
Bank 9516.1 £ 1094.63 | 3907.9 & 347.39 161.3 £ 2.53 | 162.0 + 1.84
Diabetes 274.4 £ 2.53 324.2 £ 6.76 251.8 £ 47.46 | 116.2 + 9.38

Table 5.30: Comparison of Kactua1r When Kiarger is 40 and ¥ is Kiarger (uUncapacitated
setting) for COCA, COCH against uncapacitated SOTA.
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Figure 5.10: Cost comparison of COCA (unrestricted setting, i.e., when ¥ is kearget) to
LIB. The plots validate the theoretical cost reduction of a logarithmic factor on different
datasets: (a) Diabetes, (b) Synthetic.

report the results for COCAg on the number of centers opened in uniform and uncapacitated
settings. We also provide results on other capacity parameter values and report the cost

approximation factors as well. The results are summarized below:

Analysis on Number of Centers Opened

~Under uniform capacities (¢ = 1): We compare the centers opened by COCAp,
COCHr with SOTA. Results for on ktarger of 2,3,5,7,10,15,20,25,30 and 40 are listed
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in Tables 5.31 to 5.40. As can be observed from the tables, the number of centers opened
is comparatively lower than COCA and LIB. One possible reason is that, besides having
capacity limits for each group value at centers, we also estimate the number of data points
and center opening costs separately for each group. These factors together help to have
better control over the number of centers while not losing too much on cost. Having
separate capacity constraints may appear to restrict the number of data points from a
particular group (say ¢). However, it helps ensure lower costs for data points belonging
to other group values. The data point from a group £ ends up opening a new center and
accommodates future data points. This decision in COCA would have happened once the
complete cluster capacity had reached its threshold but would have happened eventually.
However, having this decision sooner helps in data points from other group values less
probable in the data stream to have a fair chance of getting assigned to their closest
centers, which otherwise might have ended up as new centers. Thus, these factors help in
controlling the number of centers opened.

For the heuristic method COCHp, the number of centers opened is slightly more than COCH
and LIBy. Further, the gap between Ktarget, KFactual increases as the target increases,
considering the rising uncertainty of the arrival order of points. We must note that the
rise is still tolerable and results in fewer centers than fully online methods COCAg, COCA.
~Under relaxed capacities (J > 1): We also evaluate the performance of COCAr as
the capacity parameter (¢) is relaxed from 1 to 2.5, 5, 7, and Ktarget- 1he results are
presented in Tables 5.41 to 5.45 for k¢arger values spanning from 2 to 40. Remarkably, we
observe that the number of opened centers remains relatively consistent even as we relax
the constraint on ¥ from the most restrictive setting of one. This can be attributed to the
fact that the online algorithms, whether capacitated or uncapacitated, open a sufficient
number of centers to accommodate all points due to the unknown order of arrival of data
points in the online setting. While only at a lower target value of two, there is a slight

difference (increase or decrease) in centers opened.

Analysis on Clustering Cost

We further validate our theoretical findings on the cost approximation of fair online
capacitated COCAp and COCHp to their offline capacitated clustering (Figure 5.11). We
observe that theoretically, we achieve constant cost approximation, but experimentally,
due to the stochastic nature of the ordering of data points, there is a slight increase in the
approximation factor as the target value increases. The main reason behind this is that
as the target number of centers increases, the randomness increases, resulting in a higher
cost of fairness. We further analyze the cost factor increase when we shift the capacity
constraints from the cluster level to applying constraints at each group level. To this, we
compare the cost of COCAr to the cost of COCA in Figure 5.12. The results show that we
do not lose much in terms of cost by shifting the focus to applying a more granular level
of capacity constraints. Rather, we can see that it helps in opening a lower number of

centers while achieving a low cost approximation ratio. For the Diabetes dataset, due to
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the existence of local minima [44] and the fact that sometimes the offline

stuck in local optima, we observe that the ratio is slightly below one.

algorithm gets

Dataset LIB COCA COCAR LIBy COCH COCHFR
Adult 292.94+20.79 541.7 £ 79.80 | 182.0 £ 4.63 9.0£0.0 | 9.0£0.0 | 15.75 £ 0.43
Bank 311.9+33.29 544.3 + 82.69 | 224.0 £ 7.0 9.0£0.0 | 9.0+0.0 | 22.0 £ 0.70
Diabetes 109.5 £+ 15.18 | 143.5 £ 16.55 | 67.25 £ 1.47 8.6+0.79 | 9.0£0.0 | 14.0 £ 1.00

Table 5.31: Comparison against fair COCAr, COCHg on kactua1 against various SOTA methods

when Kiarget is 2 under uniform capacities (i.e., ¥ is 1).

Dataset LIB Cc0ocA COCAfp LIBy COCH COCHfp

Adult 474.0£67.56 | 766.4 = 107.53 | 340.75 £+ 6.83 12.8£0.6 | 13.8+0.87 | 24.75 £ 0.83
Bank 522.1£71.14 | 737.5 £ 98.59 | 427.0 £ 7.90 12.14+1.13 | 13.42+0.79 | 35.75 £ 0.43
Diabetes 145.4£22.64 | 141.0 £ 13.59 | 97.25 + 3.96 12.0£1.09 | 12.8+0.6 | 20.75 £ 0.82

Table 5.32: Comparison against fair COCAr, COCHy on kactua1 against various SOTA methods

when Eiarget is 3 under uniform capacities (i.e., ¥ is 1).

Dataset LIB Cc0ocA COCAfp LIBy COCH COCHFp
Adult 806.7+93.32 | 1012.1 £ 133.66 | 528.25 £ 12.19 20.0£1.34 | 21.7£1.18 | 40.25 £ 0.43
Bank 886.1+115.89 | 1095.7 £ 133.58 | 768.5 £ 27.59 19.7+£1.48 | 21.4+1.2 | 57.5 £ 1.50
Diabetes 195.84£26.97 | 170.5 + 12.75 125.50 £ 7.63 17.5£0.80 | 19.1+1.51 | 31.0 £ 0.70

Table 5.33: Comparison against fair COCAr, COCHy on kactua1 against various SOTA methods

when Kiarger is 5 under uniform capacities (i.e., ¥ is 1).

Dataset LIB COCA COCAfp LIBy COCH COCHfp

Adult 1153.4£159.58 | 1220.5 + 126.19 | 748.75 + 10.96 26.3£1.73 | 29.3£0.45 | 56.25 £ 0.43
Bank 1311.6+137.23 | 1388.1 £ 180.04 | 1010.25 £ 48.43 26.4£2.01 | 29.4£0.66 | 87.75 £ 4.60
Diabetes 214.4425.81 163.8 £ 8.07 135.0 &+ 4.84 22.34+0.64 | 24.9£2.11 | 42.25 £+ 0.43

Table 5.34: Comparison against fair COCAr, COCHg on kactua1 against various SOTA methods

when Ktarget is 7 under uniform capacities (i.e., ¥ is 1).

Dataset LIB COCA COCAfp LIBy COCH COCHf

Adult 1857.4+206.12 | 1735.8 £ 202.95 | 1120.0 £ 28.23 36.5+£2.57 | 41.0£0.44 | 78.25 £ 3.03
Bank 1969.5+205.36 | 1751.4 £+ 191.69 | 1356.75 & 39.78 37.3£3.00 | 41.3£0.64 | 119.50 £+ 4.71
Diabetes 246.3+20.34 189.0 £+ 16.05 163.75 £ 15.20 31.1+£0.3 | 33.9£2.7 | 234.0 £ 174.01

Table 5.35: Comparison against fair COCAr, COCHr on kactua1 against various SOTA methods

when Kgarger is 10 under uniform capacities (i.e., ¥ is 1).
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Dataset LIB cocA COCAp LIBy COCH COCHp
Adult 3143.1£866.86 | 2205.6 & 251.65 | 1599.0 & 56.10 54.545.46 | 60.9+0.3 121.75 £+ 3.63
Bank 3273.6£504.60 | 2325.3 £ 246.43 | 2085.75 £ 27.38 59.242.56 | 63.9+2.91 | 187 £ 14.61
Diabetes 265.8+4.70 206.0 + 7.94 188.0 4+ 11.33 50.74+5.86 | 47.9+2.80 | 792.50 4+ 177.32

Table 5.36: Comparison against fair COCAr, COCHg on kactua1 against SOTA methods when
Ftarget is 15 under uniform capacities (i.e., ¥ is 1).

Dataset LIB CcOcA COCAp LIBy COCH COCHp

Adult 4657.4£1060.78 | 2579.4 £ 258.59 | 1907.75 £ 40.28 77.14£5.37 | 81.0£0.0 163.0 = 2.54
Bank 4469.8+£544.19 | 2867.3 £ 309.31 | 2509.25 £ 72.76 80.3£2.09 | 82.4£2.11 244.75 £ 17.10
Diabetes 268.8+1.4 211.3 £ 15.58 193.0 + 13.49 71.5+7.81 | 66.4.1£6.74 | 648.0 £ 388.38

Table 5.37: Comparison against fair COCAr, COCHE on kacrua1 against SOTA methods when
Ftarget is 20 under uniform capacities (i.e., ¥ is 1).

Dataset LIB cocA COCAp LIBy COCH COCHp

Adult 5946.6£1382.66 | 2858.7 + 284.03 | 2230.25 £ 57.97 94.7£7.31 100.3+2.79 | 203.50 + 3.20
Bank 5571.2£701.10 | 3007.6 + 256.45 | 2739.75 £ 27.34 98.6+4.94 102.1+1.04 | 302.25 + 4.26
Diabetes 270.1£1.3 224.4 + 9.44 950.25 + 335.21 124.9450.44 | 83.6£6.96 | 1354.75 &+ 350.09

Table 5.38: Comparison against fair COCAgr, COCHE on Kacrua1 against SOTA methods when
Ftarget is 25 under uniform capacities (i.e., ¥ is 1).

Dataset LIB cocA COCAp LIBy COCH COCHp

Adult 7136.4£1617.56 | 3071.1 + 251.07 | 2459.0 + 22.98 114.748.1 | 118.7+£4.00 | 240.0 & 6.48
Bank 6756.14834.40 | 3485.0 & 335.15 | 3101.50 + 69.64 116.246.24 | 122.9 + 1.58 | 351.75 + 14.95
Diabetes | | 271.50+1.74 252.7 + 12.46 | 360.20 + 92.88 198.7+75.14 | 93.62.42 3910.25 + 125.59

Table 5.39: Comparison against fair COCAr, COCHp on kactua1 against various SOTA methods
when Kiarget is 30 under uniform capacities (i.e., ¥ is 1).

Dataset LIB coca COCAFp LIBy COCH COCHFp

Adult 9865.8+1889.41 | 3594.8 £+ 294.33 | 2913.75 £ 47.09 154.44+8.19 | 159.6+£3.93 | 388.0 &+ 8.15
Bank 9516.1£1094.63 | 3744.7 £ 576.77 | 3578.0 &+ 141.30 161.3£2.53 | 162.1£1.92 | 463.75 £+ 9.09
Diabetes 274.4 £ 2.53 323.3 £ 7.87 320.0 £ 84.91 251.8+47.46 | 117.0£9.04 | 116.0 &= 14.93

Table 5.40: Comparison against fair COCAgr, COCHg on kactua1 against SOTA methods when
Ftarget is 40 under uniform capacities (i.e., ¥ is 1).

Dataset ¥ =1 ¥ =25 ¥ =5 v =7 ¥ = Kiarget
Adult 182.0 £ 4.63 | 194.25 4+ 13.75 | 160.50 + 12.77 | 221.25 4+ 14.51 | 184.25 + 13.31
Bank 224.0 £ 7.0 | 249.0 &£ 16.65 | 251.75 £ 7.36 | 260.25 £ 12.23 | 239.25 £+ 12.77
Diabetes | 67.25 £ 1.47 | 71.50 £ 2.69 73.25 + 3.69 72.25 £ 2.86 84.75 £ 3.89

Table 5.41: kactua1 on COCAp methods when kiarger is 2 under varying capacity parameter.
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Dataset ¥ =1 ¥ = 2.5 ¥ =5 Y =7 ¥ = Kearget
Adult 340.75 £ 6.83 | 340.75 + 6.83 | 340.75 £ 6.83 | 340.75 £ 6.83 | 24.75 £+ 0.83
Bank 427.0 £ 7.90 | 427.0 £ 7.90 | 427.0 £7.90 | 427.0 £ 7.90 | 427.0 &+ 7.90
Diabetes | 97.25 + 3.96 | 97.25 +3.96 | 97.25 + 3.96 | 97.25 +£ 3.96 | 97.25 4+ 3.96

Table 5.42: kactua1 on COCAp methods when kiarger is 3 under varying capacity parameter.

Dataset 9 =1 ¥ = 2.5 9 =5 =7 Y = Ktarget
Adult 1120.0 £ 28.23 | 1120.0 £ 28.23 | 1120.0 + 28.23 | 1120.0 £ 28.23 | 1120.0 £ 28.23
Bank 1356.75 4+ 39.78 | 1356.75 + 39.78 | 1356.75 £ 39.78 | 1356.75 £ 39.78 | 1356.75 £+ 39.78
Diabetes | 163.75 £ 15.20 | 163.75 £ 15.20 | 163.75 £ 15.20 | 163.75 + 15.20 | 163.75 £ 15.20

Table 5.43: Kactua1 on COCAr methods when ktarget is 10 under varying capacity parameter.

Dataset ¥ =1 ¥ =25 ¥ =5 =7 Y = Kiarget
Adult 2230.25 £ 57.94 | 2230.25 £ 57.94 | 2230.25 4+ 57.94 | 2230.25 + 57.94 | 2230.25 £ 57.94
Bank 2739.75 £ 27.34 | 2739.75 £ 27.34 | 2739.75 £+ 27.34 | 2739.75 + 27.34 | 2739.75 £ 27.34
Diabetes | 201.75 £ 3.26 201.75 &+ 3.26 201.75 £ 3.26 201.75 £+ 3.26 201.75 &+ 3.26

Table 5.44: Kactua1 on COCAr methods when Ktarget is 25 under varying capacity parameter.

Dataset 9 =1 9 =25 9 =5 9=7 ¥ = Ktarget
Adult 2913.75 £ 47.09 | 2913.75 £ 47.09 | 2913.75 + 47.09 | 2913.75 £ 47.09 | 2913.75 £ 47.09
Bank 3578.0 4+ 141.30 | 3578.0 £ 141.30 | 3578.0 £ 141.30 | 3578.0 4+ 141.30 | 3578.0 =+ 141.30
Diabetes | 313.0 £ 8.51 313.0 £ 8.51 313.0 £ 8.51 313.0 £ 8.51 313.0 £ 8.51

Table 5.45: kactua1 on COCAp methods when Ktarget is 40 under varying capacity parameter.

5.8 Conclusion

This work extends the probabilistic algorithm available in uncapacitated to capacitated
online clustering. Our algorithm (COCA) is the first online algorithm to tackle capacity
constraints in A-dimensional space for k-means or k-median. We introduce two novel
changes to existing online uncapacitated clustering: First, we determine the initial number
of centers to be opened by the algorithm to get a better representation, and second, we
employ a doubling trick to estimate the total number of data points. These changes
result in fewer centers opening while achieving constant cost approximation to the optimal
clustering problem. We further extend COCA to accommodate for group fairness constraints
and propose COCAp. The algorithm undergoes experimental analysis on the number of
centers opened and cost. The results provide experimental validation of COCAg’s cost
approximation guarantees. An immediate future direction involves extending the work
in the presence of noisy data. Another interesting problem is the extension to group
fair assignments [44] or centers [49]. Also, since capacity constraints and group fairness
in online streaming can result in different assignments compared to offline counterparts,

focusing on minimizing such reassignments is interesting.



160 Chapter 5. Group Fairness as Capacity Constraints in Online Clustering
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Figure 5.11: Cost approximation of COCAgr to offline capacitated k-means clustering
(CAPyps). Additionally, provide cost approximation of fair online clustering heuristic COCHp
to uncapacitated offline k-means.
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Figure 5.12: Cost approximation of fair COCAp to online unfair (COCA).



Chapter 6

Algorithms for Efficient and Fair
Federated Data Clustering

Abstract

The rapid growth of data has catalyzed the performance of machine learning (ML)
algorithms. However, with the rising concerns about data privacy, traditional ML faces
two major challenges - the centralization of the data for training and the non-availability of
labels in the data. To overcome these issues, initial attempts have been to solve distributed
privacy-preserving unsupervised ‘federated data clustering’. The goal is to partition the
data available on clients into k partitions (called clusters) without the actual exchange of
the data points. Most of the existing algorithms are highly dependent on data distribution
patterns across clients or are computationally expensive. To this, we are first to propose
a multi-shot approach called MFC. The MFC’s performance is independent of the underlying
client data distribution. We also theoretically show that cluster centers obtained using MFC
are not too far from the optimal centers. Additionally, if the number of clients is at least
O(k%logk), then MFC can achieve stricter privacy on the shared local information while
having similar performance guarantees. Furthermore, due to skewness in data distribution,
clients may suffer high clustering costs and may leave the system. In order to prevent this,
we are first to introduce the idea of personalization in federated clustering and propose
an improvisation of MFC called p-FClus. It ensures a uniform cost distribution across
clients in a single round of communication between server and clients. Both p-FClus and
MFC undergo extensive experimentation on various synthetic and real-world datasets. The
results showcase their efficacy on cost, data-independent nature and applicability to any

finite norm value while p~FClus additionally achieves lower cost variance across clients.

6.1 Introduction

In the age of rapid technological advancement, the proliferation of devices (such as
smartphones, tablets, Internet of Things sensors, and edge devices) has become an
inherent aspect of our daily lives [265]. This surge in technological devices has resulted in

an exponential growth of data [266], which has significantly impacted many domains,

A preliminary part of this chapter has appeared in the European Conference on Artificial Intelligence
(ECAI) 2023 [108]. A detailed version of this chapter is under review.
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especially machine learning (ML). The primary reason is that many ML algorithms
perform better with more data [267]. Furthermore, the abundance of data facilitates
training more complex, robust and generalized models, thus underscoring the notion that
‘data is the new oil. However, traditional machine learning methods necessitate centralized
data collection for model training, typically on a server. But as, most of the existing
generated data resides outside the servers and data centers (i.e., on edge devices) and is
private. Thus, concerns about data privacy and protection during collection at centralized
repositories are rising among alliances, governments, and researchers about data privacy
and protection during collection at server [268].

In response to this challenge, Federated Learning (FL) is emerging as a promising solution
for collaborative ML model training without centralized data collection. Pioneered by
Google Inc. in 2016, FL revolutionizes the traditional model training process into a novel
distributed paradigm [269]. In this approach, the server shares with each participating
client (or edge device) an initial model usually trained on publicly available data points.
As with the passage of time, more private data points are generated at each client;
they are then tasked with training their respective models (referred to as local models)
on newly generated private data. Subsequently, clients share model parameter updates
instead of sharing the complete updated models or local data with the server. After
gathering updates from all clients', the server aggregates these and computes a global
model update. This global parameter update is then shared back with clients for future
use. While the existing literature encompasses various aggregation policies, the simplest
involves computing the weighted average of model parameters (called FedAvg [269]) based
on the local dataset size of each client. As communication involves solely sharing model
updates rather than actual data points, the risk of recovering the original data points
from these updates is minimized. Although a few works suggest that FedAvg is still prone
to data recovery attacks, the literature offers numerous more robust, privacy-enhanced
methods [270, 271, 272, 273, 274]. Consequently, one can assert that FL is emerging as
a burgeoning paradigm for harnessing the hidden potentials inherent within the growing
data landscape.

Within the field of FL, two prominent frameworks, namely Horizontal Federated Learning
(HFL) and Vertical Federated Learning (VFL), have gathered significant attention over
the past few years [275]. These frameworks differ in how data points are split among
participating clients. In the HFL framework, data instances on client devices share the
same set of attributes and labels [275]. On the contrary, in VFL, clients exhibit a larger
overlap in data instances but a less similar set of attributes (feature set and labels) [275].
Although the literature extensively studies supervised federated learning, where the feature
set and labels are available in data instances [276, 277, 267]. However, in practical, real-life
scenarios, one often faces challenges, as data available on the clients may lack labels [21].
A few possible reasons for this include a lack of motivation, incentives, or expertise to

label their data points. For instance, in scenarios like the clustering of social media posts

LA few literature work opts for a subset of clients to improve throughput and efficiency
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for sentiment analysis, clients might be reluctant to invest efforts to label their posts as
happy or sad [278, 279]. Furthermore, even if clients are willing to label their data points,
they might not fully label all the local data points, potentially due to a lack of expertise
in labelling. This challenge is also evident in emerging smart healthcare, such as wearable
fitness bands, where clients may lack accurate knowledge to label themselves as medically
fit or unhealthy based on readings from different sensors (such as heart rate, blood oxygen
level, and sugar level) [280]. This raises the key question: How can one find a global model
in a federated environment when confronted with unlabelled data?

To answer this, a few initial attempts have been made to handle unlabelled data in various
domains such as Speech Enhancement [281], Intrusion Detection [282], Healthcare [283],
Driving Style Recognition [284], Synthetic Data Generation [114], Recommender Systems
[285, 286] and Autonomous Driving [287]. The solution approaches used in these directions

can be categorized into two types:

1. The methods that assume the availability of a limited amount of labelled data at
clients, i.e., Federated Semi-Supervised Learning (FedSSL). These methods involve
using (a) pre-trained models to annotate clients’ local data [288, 289], (b) providing
pseudo-labels [290, 291], and (c) fine-tuning with labelled data [292, 287, 293].

2. The more challenging and intriguing problem of tackling situations where no labelled

data is available i.e., Federated Unsupervised Learning (FedUL).

The focus of this chapter will be to better understand the later setting. Primarily, we will
investigate clustering in the FedUL setting. Federated clustering mainly involves dividing
the data points available to clients into k partitions (called clusters). Federated clustering
finds applications in numerous domains [294, 43, 223, 295, 296], one of which is as follows
- Consider a situation where multiple banks want to cluster their users’ transaction data
to differentiate legitimate transactions from fraudulent ones. In such a situation, certain
banks may even have limited samples of fraudulent transactions, and due to security and
privacy concerns, banks are prohibited from sharing their data with each other. Therefore,
having a federated data clustering model can enable banks to reap the benefits of collective
learning [26, 297, 298]. Note that the existing solutions in supervised FL cannot be directly

mapped to FedUL clustering as it primarily involves the following challenges:
(a) Each client may not contain data points from all k partitions.

(b) As in supervised FL, there does not exist a chronological ordering? (or
synchronization) on cluster centers, so mapping centers for an averaging function

is non-trivial and can lead to bad initialization [110].

Researchers have undertaken various studies in existing literature to overcome the above
challenges. An initial attempt is in Dennis et al. [41] (k-FED), which extends the
centralized method from Awasthi and Sheffet [109] to the federated setting in two steps:

2Unlike supervised learning, where fixed ordering or numbering of weights exists across clients, no such
b b
numbering exists for cluster centers in unsupervised clustering.
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(1) Apply the centralized method locally on clients. (2) Share the local information
about centers to the server before reapplying the clustering therein. While k-FED
demonstrates single-round communication efficiency, it faces difficulties in certain scenarios
as the method is highly dependent on the nature of data distribution across clients (as
evident from our experimental study, Section 6.7 as well). Some other directions explore
synthetic data generation or utilize encryption techniques, albeit at the cost of increased
computational expenses [115]. To this, we propose (called MFC) an enhanced k-FED that
reduces the one-shot communication load on clients and leverages the advantage of multiple
communication rounds with minimal information exchange. The approach also addresses
the challenge of data distribution dependence, as seen in k-FED.

It is also important to note that a more common limitation across all existing methods
is that the best local centers may be distant from the global centers, leading to
high-cost deviations across clients. The main reason for this high cost is that the global
centers may not generalize well, potentially due to non-identically and independently
(non-iid) distributed data points across clients, sometimes even resulting in highly skewed
distributions. This phenomenon can lead to an inductive effect and the potential reluctance
of clients to contribute to the federated system. Thus, there is a pressing need to extend
MFC further to ensure that the centers provided to clients are not too far from local ones.
This, in turn, ensures lower cost deviation across clients and long-term commitment to the
system. For example, in a banking scenario, banks may need to adjust a global clustering
model to suit local factors such as user intelligence, fraudulent behavior, income levels,
and fraud amounts. This problem can be formulated as developing personalized clustering
(close to local) models.

We are the first to address this open direction in federated data clustering and propose
another method, which we call p-FClus (personalized-Federated Clustering). The
algorithm handles all the prior challenges as those handled by MFC. Broadly, the algorithm
primarily involves three steps: firstly, finding the initial local cluster models, which
are then used to build a collaborative global model. The last step involves specialized
unsupervised fine-tuning using center mapping and point-wise gradient updates on clients’
local data. This helps in achieving individual personalized models. To sum up, overall,

our contributions in this chapter are as follows-

e We propose MFC that unlike k-FED does not rely on the data distribution across clients
and under well separability assumptions (similar to [109, 41]), we have theoretical

bounds on the gap between local and global centers obtained using MFC.

e Motivated by the performance of MFC, we propose another method p-FClus that
exhibits lower or comparable cost deviation across clients, leading to a fairer
and more personalized solution. The method is the first attempt to provide

personalization in federated data clustering.

e We experimentally validate the efficacy of both approaches on a variety of datasets.

Results show that p-FClus achieves a lower clustering objective cost in a single round
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of communication and, secondly, is independent of the nature of data distribution (or
division) among clients. Thus, p-FClus captures the benefits of both state-of-the-art
(SOTA) k-FED (single shot) and MFC (data distribution independence), resulting in an

efficient algorithm.

Organization: The rest of the chapter is organized as follows: Section 6.2 revisits the
current literature on FedUL with a primary focus on federated data clustering. Section
6.3 provides an account of the different notations and definitions that will help readers
better understand the chapter. These notations and definitions will be used throughout
the chapter to familiarize readers with the proposed algorithms, MFC and p-FClus in
Section 6.4 and 6.6, respectively. Section 6.5 discusses the theoretical guarantees of MFC.
Next, Section 6.7 discusses the experimental setup and the datasets used for validating the
efficacy of p-FClus, MFC against state-of-the-art (SOTA) algorithms on different metrics.

Finally, Section 6.8 concludes the work with possible directions to work upon.

6.2 Related Work

ML encompasses a wide range of learning paradigms such as supervised, semi-supervised,
and unsupervised learning [299, 300, 301]. While abundant literature is available in
supervised FL [277, 276, 302, 303, 304, 305, 306, 307, 308, 309, 310, 311], the works
in FedUL are in its nascent stages. With the increasing rise of unlabelled data points
[312], FedUL approaches have broadened to include federated clustering. Dennis et al.
[41] makes an initial effort to solve federated clustering and proposes an algorithm
called k-FED. The algorithm builds upon the centralized Awasthi and Sheffet [109] aka
(Awasthi). The method assumes that the centers are well separated and clusters follow
Gaussian distribution properties. Despite k-FED’s single-round communication efficiency,
our experiments show that the cost of clustering with k-FED can be considerably high for
some sets of clients. This can potentially lead to a lack of motivation for continued
participation. Yang et al. [110] propose a slightly enhanced greedy centroid-based
initialization for k-FED which surpasses centralized k-means in specific scenarios.

Some works in this direction approach the problem by framing it as a generative data
synthesis problem [111, 40, 112, 113, 114]. The broader picture involves training multiple
Generative Adversarial Networks (GANs) locally at clients and utilizing their parameters
to construct a global GAN model. This global GAN model is then employed to generate
synthetic data and further identify k£ distinct cluster centers at the server. These centers
are subsequently communicated back to clients to partition their local data points. Note
that these approaches differ from ours, as we work directly with original data points
and aim to identify the best possible centers. Li et al. [115] also pursues a parallel
approach to develop privacy-preserving distributed clustering by incorporating concepts
from cryptography. The proposed method initially computes local center updates and
then shares the encrypted information of centers using Lagrange encoding back to the

server. Subsequently, the server then aggregates all secret distance codes from the clients.
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The too and fro communication happens till the model converges or a user-defined
upper threshold on rounds is achieved. While the algorithm harnesses the advantages
of encryption-decryption to safeguard data privacy, such techniques entail substantial
computation overhead and communication costs, thereby hindering the scalability of the
approach. Similarly, Leeuw [116] employs federated data clustering within the blockchain’s
committee-based consensus protocol. However, the additional overheads counterbalance

the performance improvements.

Note that no existing work in federated data clustering has specifically focused on
addressing the challenge of cost distribution spread across clients and fostering a more
equitable clustering as a primary goal by leveraging the principles of personalization from
a supervised setting [271]. Furthermore, extending these principles to an unsupervised
setting is non-trivial due to the lack of chronological ordering® on centers and the varying
data division across clients. We will address this direction of achieving fairness in the

present chapter as well.

Additional Research Works: Recent studies have investigated federated data clustering
in the soft (or better called fuzzy) clustering paradigm, wherein a data point can have
membership to more than a single cluster [313, 314, 315, 316]. These algorithms are highly
dependent on rounding methods used for deployment in real-world applications. Therefore,
these works differ slightly from ours as we focus on hard assignments. Furthermore,
a few works [317, 318, 319] extend a variant of DBSCAN for the federated setting,
where clustering relies on characteristics such as the density of data points in the space.
Typically, these methods struggle with high-dimensional data and lack control over the
number of clusters. In contrast, the primary focus of the current work is to extend
k-centroid clustering to the federated setting. A specific enhancement involves clustering
image datasets in a federated environment by leveraging the additional advantages of
incorporating the latent representation of these images using encoders. These approaches
increase a major portion of the computational load onto the client devices, which are
now tasked with training encoders (utilizing backbone networks like ResNet18 [320]).
Furthermore, heavy communication bandwidth is required between clients and servers as it
involves sharing information about centres and encoder parameters [321, 322]. Similarly,
works in [323, 324] investigate federated data clustering for Gaussian Mixture Models
(GMM) and Expectation Maximation (EM) algorithms, respectively. It is important
to note that the need for having personalized models for all clients in probabilistic and
peer-to-peer networks is studied in a few works [324, 325]. Further, Zhang and Xu [325]
proposes a cloud-based decentralized, personalized federated averaging framework. These
works also motivate the need of personalized methods in distributed federated clustering.
It is essential to note that our focus lies in clustering data in a federated setting, which
differs from federated client clustering. The latter entails smartly selecting a subset of
clients for model updates [326, 327, 328, 329, 330, 331, 332].

3Unlike supervised learning, where fixed ordering or numbering of weights exists across clients, no such
numbering exists for centers in unsupervised clustering for direct averaging.
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6.3 Preliminaries

Let X C R” be a set of data points that are distributed among Z clients in a federated
setting and X(*) be the data points on any client z € [Z]. Each data point in X*) is a
h-dimensional real-valued feature vector. We assume that these data points are embedded
in a metric space having distance metric d : X x X — RTU{0} that measures dissimilarity
between data points using any p-norm represented as || - ||,. Note that the data points
in X belong to [k] different true distributions, and the goal of any clustering algorithm
is to partition the data points spread across clients into a set of disjoint sets (called
clusters) represented by the set of global centers denoted by set CY9 = {c{,c5,....cl}.
The computation of finding these global centers involves initially computing the best local
centers that partition the local data X (?) (for any z € [Z]) into k disjoint sets represented
by C (2) = {cgz), ng) Yo ,c,(f) }. We denote the local assignment function at each client over
any center set, say C*) by <Z>(cz()z) : X(2) — C®). Note that the data points on any client
z may not be sampled from all [k] true distributions, and this idea is captured using the

notion of heterogeneity in federated settings. Formally, it is defined as follows:

Definition 6.0 (Heterogeneity) l

Given £k, the heterogeneity level (H) determines the maximum number of

distributions the data points X(*) on a client z € [Z] belongs to, i.e., H < k.

In practice, determining the exact level of heterogeneity (H) on a client is often not feasible.
Consequently, a common approach in federated data clustering literature is to compute
k (> H) partitions on each client [41, 108]. These partitions are not arbitrary selections
but are the one that minimizes the following objective cost using final converged global

centers:

[ Definition 6.1 (Objective Cost) ]

Given k, UZG[Z]X(Z), and distance metric d : X x X — R* U {0} with norm value
p the local objective cost LZ(,Z) of client z of (k,p)-clustering in a federated setting

with a set of centers C' is computed as follows:

1/p

rPE) = 3 (o @)" (6.1)

ziEX(z)

In a federated setup, comparing methods based on the mean objective cost per data
point is often more realistic than the total objective cost at a client. The primary reason
is that dataset sizes across clients can differ significantly in federated settings. Thus,
evaluating the per-point cost incurred by clients makes more sense. Mathematically, this

can be formulated as follows:

LY (C9)

@9y = 2P \= )

(6.2)
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where u(z)(C'g) is the mean cost per data point on any client z Also, further note that in
a federated setting, the objective cost suffered by any client z can significantly differ from
that of other clients, owing to the fact that data points from H < k distributions can be
distributed (or generated) in a highly skewed manner among (or at) clients. Therefore, if
the global centers deviate too much from the best local centers, clients might feel reluctant
to contribute to the federated environment. Thus, the aim is to not solely focus on
minimizing objective cost (or per point cost) but rather to find a (k,p)-clustering in the
federated setting that is fair for all clients, i.e., one which achieves near uniform cost across

all clients. We formally define such a clustering as follows:

Definition 6.2 (Fair Federated Clustering) ]

Given that data points are sampled from k true clusters and are distributed over Z

clients. Then, for any two set of federated global centers C{ and CY, we say that
C{ is more fair than CY if the cost deviation per data point (o) is lower for CY

than C§. Here o over centers CY for i € {1,2} is given as follows:

o(CY

(2

J 5ot (BOCD) - w(CD)’
)= Z

Note that here p(C9) is the mean value of u(*)(C9) across all clients.

The notion captures the idea analogous to individual fairness and demands that the
federated clustering model should treat all clients similarly. We now present our proposed
algorithms after covering the preliminary notations and definitions. We first discuss our
MFC algorithm that leverages the benefits of multiple rounds of communication between
server and clients to find a better clustering independent of data distribution across clients.

We later extend the MFC method to achieve a fairer algorithm called p-FClus.

6.4 Multishot Federated Clustering (MFC)

MFC first runs Algorithm 11 on local data of each client z € [Z] to obtain a set of k initial
local centers denoted by C®). Each client then transmits its respective set to the server,
and the server applies the Lloyd k-means algorithm [333] on collected set S. The obtained
global centers C9 are sent back to clients for further update.

After the initial handshake between the client and server, they engage in multiple rounds of
communication as follows- Clients use the global centers to update their local assignment
functions ¢(?) by re-assigning each data point z; € X(®) to the nearest center. The local
cluster centers are updated by taking the mean of data points assigned to each center. The
client sends the local cluster center C’r(fgx back with the maximum clustering cost on local
data. Conversely, when the server receives the maximum cost centers, it recalculates the
global centers C9 by using Lloyd’s k-means on the previous global centers and C’I(Ifax from

all clients. After finding the updated global centers, they are returned to the clients. This
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iterative process is repeated for a few rounds until convergence is reached. The complete
algorithm for MFC is described in Algorithm 12. We now provide theoretical bounds on

obtained global cluster centers.

Algorithm 11: Awasthi and Sheffet [109] (centralized)
Input: set of data points X, number of clusters k£, maximum iterations T’
Output: cluster centers C = {cj, ca,...,cx} and assignment function ¢
Project X onto the subspace spanned by the top k£ singular vectors. Run any
standard approximation algorithm [333] for the k-means problem on the projected
matrix X, and obtain k centers {c1,¢9, ..., ¢k}
for i < 1 to k do
Set i« {@: |2 = aill> < 3|2 — ¢;l2, V5 € [K]}
Update ¢; < ﬁ > ses;
Set gf)(i‘) «— ¢, VT € 5;
end
itr =20
while until convergence and itr <T do
for i <+ 1 to k£ do
Set U; + {i’z : H.CIA?Z — CiHQ < H.ﬁ'z — CjHQ,Vj S [k]}
Update ¢; < ﬁ dseu; T
Set ¢(Z) < ¢;, V2 € U;
itr —atr +1
end

end
return ¢, C = {cj,ca,..., ¢k}

6.5 Theoretical Results for MFC

We prove the correctness of our algorithm by showing that the centers obtained from MFC
are close to the oracle clustering. We do so by providing a series of lemmas to prove our

main Theorem 6.6 that bounds the distance between these centers.

6.5.1 Assumptions

Before presenting the theoretical proofs, we carefully outline the assumptions on which our
analysis is based. Let C* = {C{,C5,...,C}} denote the optimal clustering of datapoints X
with centers {c], c3,...,cj}. Let n; denote the cardinality of C;. Let C(,); € Ci denote the

set of data points of cluster C/ that are available on client 2 i.e., C,) = U C{,, , . Suppose

(

7

ES

n'*) be the number of points in C, ;. Also, say X () denotes the set of data points at client
z. Further, we say that the complete set of data points X can be visualized as matrix
X € R™" with the i*" row representing the data point z; € X. Let [k] denote the set
{1,2,...,k}. Further, suppose that G* € R™*" denotes a matrix such that each i*" row
corresponds to the optimal center of data point x; € X. Similarly, let G7,; matrix be the
corresponding G matrix but defined only for data points in Cf,, with centers defined on

local datasets i.e., {c[.) 1, C( s+ Cly i)
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Algorithm 12: Multishot Federated Clustering (MFC)

Client initially executes:

On each client z € [Z], run Algorithm 11 with local data X(*) and k to find local
cluster centers C'(?).

All clients z € [Z] shares center set C*) with server.

Server initially executes:

Receives set of centers C'*) from all devices z € [Z], to construct S =
cWuc® . uc.

Apply Llyod k-means clustering [333] on set S, to find k global centers C9 =

{cf.6,...,c}.
Sends back global centers CY to all clients z € [Z] for further local training.
Client updates:
All clients z € [Z] receive global centers CY from the server.
Each client z updates their local assignments function gb(czg) according to ('Y, i.e.,

Vl‘i c X(Z), ¢(C,Zg) (xl) — argmincjgecg sz — C§||2

Updating local cluster sets C(*) by computing the mean of cluster assignments gb(czg) .
Sends back local cluster center suffering maximum clustering cost (Definition 6.1) to

(2)

server (i.e., Server updates). Let us denote it using Crdx.

e = argmax > [lmi — |3

max
cg.z)GC(z) 2, €X(?)

Server updates:
(2)

Receives maximum cost centers cmax from all z € [Z].

Update S = SU {cggx, A cffiﬁx

Apply Llyod k-means clustering on the S, to find k global centers CY =
{cf.6,....,c}.

Sends back global centers CY to all clients z € [Z] for further local training (i.e.,
Client updates).

Assumption 1. The non-empty subset of the data points on device z belonging to the
global cluster C;, denoted by C(,, , is sufficiently large. That is, there exists a sufficiently
2
small constant 0 < € < 1 such that nl(z) > 86% (ln(%) + i) Vi € [k] for a given 0 < § < 1.

Next, we define the notion of the well-separability of clusters, and such assumption is a

standard in the clustering literature [109, 41].

Definition 6.3 (Well-separability) ]

A pair of target clusters C; and C; are said to be well separated if they satisfy

lle; — ctll2 > pVE|IX — G¥||2 (\/EJF\/W)

where p is a large constant and n; is number of data points in cluster C;.

Assumption 2. The centers of the oracle clustering C; are well separated.
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Having stated the assumptions that are well-adopted in centralized and federated
clustering literature [41, 109]. We now look into some initial results that will eventually
help bound the center separation in Lemma 6.3. In this section, we consider the distance
metric as p = 2 norm (i.e., Euclidean distance), a popular metric in clustering literature
[149]. The main reason is its symmetric nature and adherence to triangular inequality

properties that help provide theoretical guarantees.

6.5.2 Theoretical Results

We first show that the centers obtained on local data points at each device (if optimal
clustering would have been known) is close to that of global centers. For this, we use
vector Bernstein inequality provided in Kohler and Lucchi [334]. We restate the lemma

here for the sake of the completeness.

Lemma 6.1. (Vector Bernstein Inequality [354]) Let x1,x2,...,z, be h-dimensional
independent vector-valued random wvariables such that E(z,) = 0, ||zgll2 < p and
E(HxGHQ) < o2 thenVe:0 < e < %2, we have

€2 1
226 < exp —n@—i—z

1 n
=PI

Using the above lemma on a vector valued random variable (z; — ¢}) where z; is a data

point present in local clustering C;, . where i € [k], we get:

(2),3

Lemma 6.2. Let 02 to be an upper bound on the variance of it" global cluster i.e., B(||z;—
2

ct|3) < o?. Now if ngz) > 8:2" <ln(%) + %), then ||cf,, ; — cf|l2 < € with probability at least

1—-9.

Proof. For completing the proof substitute ngz) in Lemma 6.1, we get, exp (—ngi% =+ %) <
6. This implies

( —><5=>P<H( ij)—cz _e>g5

As in k-means, the local center is obtained by taking mean update of all the data points

g_c

(here z; € C,, ,), so this implies, == P(]|c(,,, — cf[| > €) < J. Hence proved. O

Now, further let ngﬁzm = maX;c[k] (niz)> be the maximum number of data points in any

cluster at client z. In order to have sufficiently small requirement of ¢ in Lemma 6.2

consider w such that e < wVHIX-G"ll2 <EVE||X-G*||s | = + —~—|. Herei,j € [K]

\/nZ) / (2) [ (2)
Nmax 'n,i nj

denotes any two clusters on client z.
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We now next show that if the original (optimal) true distribution centers are well separated,
then the optimal centers computed using local data points available at clients will also
be well separated. This lemma uses the Lemma 6.2 and will help us use the next lemma
proved by Awasthi and Sheffet [109].

Lemma 6.3. Given v = 8o, <ln( ) + 4> and well-separability for each pair of centers

in true optimal clustering (07" say optimal global cluster centers) we say that for some p
chosen such that p' > (p\/7 —w) we will have well-separability for optimal centers on local
data for all clients hold true with probability at least 1 —0. That is for any cluster i, j € [k]

on client z we have,

1 1
S > / At o > o
P(Hc@,z ¢tll = pVEIIX G”2<ﬁ+m>>—“ 5)

Proof. Starting with left-hand side and using triangular inequality along with Lemma 6.2

we get,

i = ¢ill2 < Mlel.y s = cillz + e, — €l
et = clolle (6.4)

<26+ch)7, Czkz),j)HZ

Now since for any two cluster number 4,5 € [k] on client z we have ¢ < £Vk||X —

G*la | —— +
\/nt

, and as each pair of global clusters are well separated, we have

—_
= —
S

et = ctosllz = pVEIIX = G*l2 ( ) — 2 (6.5)

N

" 1
ety — ¢ty ulle = pVEIIX — G¥ll2vA Z) + \/— — 2 (6.6)
« " Vi N 1 1
Hc(z),i - C(z),jHQ > (pyy — wW)VE|[X — G2 (6.7)

—_
™
N

ety = €iyull2 = A VEIIX = Gl

E

We now restate the result of Awasthi and Sheffet [109] about guarantees on the quality of
centers obtained by applying their procedure described in Algorithm 11.

Lemma 6.4 (Awasthi and Sheffet [109]). If each pair of centers obtained on local data

are well separated, then after performing Algorithm 11 for obtained centers {cgz) le for
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any client z € Z, we have,

\ 25 | X&) — G |2
e — e Dl < D92
p )

(2

It should be noted that the above holds only when well-separability is held. Specifically, in
Algorithm 11, we create k clusters, while in reality, the data points on a device may come
from only k,(< k) clusters. But, we can observe that if the well-separability is violated
for any pair of centers then it will only occur if these centers belong to the same true
distributions (or optimal clusters). In fact, such centers, if obtained, will be close to the
center that would have been obtained if £ = k,. This can be proved with the help of
the central limit theorem by considering the violating pair of centers to be two different
sample means of the same population (i.e. target global cluster). To account for this, we
introduce a mapping I'®) : [k] — [k] which essentially maps the index of the local cluster
center obtained by Algorithm 11 to the index of the closest global center. Thus, we have

() = argmin, e ||c§z) — ¢(,y.ll2- Thus, as a direct consequence of Lemma 6.4, we get

25 |1 X — G7, |

leg? — <, ol < 2 (69)
NEZ

(=) (4)
We now restate the result provided in Dennis et al. [41], which provides an upper bound
on the cost when using global centers on local data in terms of the total optimal cost on

global centers. These lemmas will help us prove the main Theorem 6.6.

Lemma 6.5 (Dennis et al. [41]). Given k as number of clusters and X*) as local data

with G{,, as optimal centers. Then we have, || X (=) — Gy,llz < 2VE|| X — Gl

Theorem 6.6 (Main Theorem). Given X as set of data points sampled from k true
distributions with G* as set of optimal centers. We say that if well separability holds with
(2)

high probability, then for every local center (i.e., ¢;” Vj € [k]) computed using MFC at any

client z € Z s close to the corresponding optimal centers. That is

2 I X — G2
HCE‘ ) e ll2 < C\/%T7
V@)

Here c is a positive constant and I' is the mapping of the local cluster center to the closest

optimal (or global) center.

Proof. We prove this theorem in two steps. Firstly, using Equation 6.9 and Lemma 6.5,

we have

50VE ||X — G*l2

e (2)
ENOI)

|| (2)

cj - C;(Z)(j)Hz < (610)
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(2) x (2) x * . .
Now, ||ch - CF<Z>(j)||2 < chz — c(z)ﬂr(z)(j)HQ + ||Czkz),1"(z)(j) — CF(Z>(J_)||2 (using triangular
inequality)
50vEk || X — G*
< \,f ! 5 2 +e (using Equation 6.10 and value of ¢)
1Y z
") ()
SOVE[X =Gl wVk |IX — G|z () (2)
< + +e€ (.nmaxzn(z)-)
14 (=) 1 ) F=G)
"'re) ) "re)()
So if ¢ = %9 + w, we get the required result. O

Beyond this, the multi-shot iterations only perform a Lloyd’s heuristic; thus, centers
only improve and help further lower this bound on distance. Therefore, from the above
theorem, the MFC converges after a few shots. Determining the exact number of shots
(or communication rounds) is challenging as it depends on the nature of the dataset and
the distribution of data points across clients. We leave this analysis as future work and

conjecture the following:

Lemma 6.7. MFC algorithm determines centers close to optimal clustering and converges

after a few shots.

Note that in MFC, all the clients share all the k centers with the server. We will now describe
a more privacy-preserving modification of MFC that shares only one center. Though this
modification offers communication efficiency and privacy, it demands that a sufficient
number of clients should be available. We now provide bounds on a minimum number of
clients required to achieve similar performance guarantees as when clients in MFC shared
all k centers with the server in the initialization round. More specifically, we show that
if enough clients are available, the server will have at least one representation from each
Gaussian distribution, even when clients share back only one center. With this, one can
simply follow the previous results (Theorem 6.6) to bound the closeness of global and the

obtained local centers.

Lemma 6.8. Given that there are at least O(k?log(k)) clients available in the federated
system, then after the first round of communication, the server will receive at least one

data point (or representation) from each of the true k Gaussian distributions.

Proof. Our goal is to determine the minimum expected number of clients that needs to be
included in the network to ensure the representation of data points from all £ Gaussian’s.
We can map this problem to the classical probabilistic problem called the coupon collector
problem [335]. In the coupon collector problem, there are a total of k different types of
coupons, and if each coupon type is arriving uniformly at random, we need to find the
expected number of purchases that are needed to collect at least one coupon of type. More

formally, it is defined as:
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Claim 6.9 (Non Uniform Coupon Collector Problem [259]). Given m distinct
coupon types, the expected number of coupons required to obtain at least one
coupon  from each type is denoted as Hp,, and it is calculated as follows:
=" (—1)2 L DA< rja<k m where p(i) is the probability of obtaining a
coupon of type i.

We will now apply the principles of the coupon collector problem to solve our problem.
However, the challenge lies in computing the probabilities of each coupon type. We first
discuss the case when data points are uniformly distributed across clients (i.e., H,, =
mlog(m)) and treat the k Gaussian distributions as k coupon type (m = k). Now, since
clients may have data points from fewer than k distributions, specifically k£, < k. To handle
this, we first determine the minimum number of devices needed to represent data points
from a particular distribution, say (i distribution) on the server. Let us say that we
need m clients that have data points from i** distribution on them. Applying the coupon
collector problem, we can say that if we have at least m = k, logk, < klogk clients, then
there will be at least one data point (or representation) from it distribution at the server.
To extend the bound to all k£ distributions, we can, along similar lines, say that if we have
Zle klog k = k?log k devices, then all the distributions will be represented by modified
MFC. With this bound, all the lemmas hold valid as previously. If prior information about
distribution probability is known, one can use Claim 6.9 on same lines to find the minimum

number of clients required. ]

Though MFC helps overcome the challenge of data distribution dependence and, under
well-separability assumptions, has theoretical bounds on the gap between obtained and
optimal centers. Still, in both k-FED and MFC from our experimentation (Section 6.7),
we observe that these methods can have high-cost deviations across clients. Though MFC
performs much better than k-FED in this regard, there is still room for improvement. Thus,
we extend MFC to incorporate the idea of personalization for each client. The proposed
method called p-FClus ensures lower cost deviation across clients. It helps clients tune
their centers according to their local needs, as desired in our banking example in Section
6.1. Personalization has been adopted quite well in supervised FL literature [271, 336],
but we are the first to incorporate these ideas into FedUL. In the next section, we provide
the primary working mechanism behind the algorithm that helps solve the non-trivial
extension of achieving personalization (see Section 6.1) from supervised literature to

unsupervised federated data clustering.

6.6 p-FClus: personalized Federated Clustering Algorithm

We propose a novel algorithm called p-FClus (personalized-Federated Clustering). The
algorithm mainly comprise of three phases, which are explained in subsequent subsections

below. The complete pseudo-code for p-FClus is described in Algorithm 13, and its
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implementation is available on the public repository?.

Algorithm 13: p-FClus(X®)}Z_| k,p,n, \)
: V z € [Z] in parallel:
C®) « clientInitialization(X*), k, p)
Z
call procedure Server({C(z)} _1>

/* Each client receives set of global cluster centers CY */
V z € [Z] in parallel:

/* Each client personalizes the CY9 using stochastic gradient descent with learning
rate 1 and fine-tuning level A */

C®) $(#) «call procedure clientPersonalization (C(Z), C9,n, /\,X(Z))
8: /* Global cluster centers received at all clients CY from server has been personalized
(fine-tuned) for use.*/

z
9: return {qﬁ(z),C(z) : CY ( personalized ) }

z=1

[N

~l

Algorithm 14: p-FClus’s Client-side Initialization Procedure(X ), k, p)
1. /* Apply (k, p)- clustering using Lloyd [333] for p = 2 (k-means) and Charikar et al.
[337] for p = 1 (k-mediod). */
2. C®) « (k,p)-clustering(X (®)
3: return C®*)

Z
Algorithm 15: p-FClus’s Server-side Procedure(k, p, {C(Z)} )

z=1

1: /*Post client initialization™/

2: S« UZG[Z}C(Z)
/*Apply (k,p)-clustering Lloyd [333], Charikar et al. [337] for p value of 2,1
respectively) on S to get k global centers*/

3: CY9 < (k,p)-clustering(S)

4: In parallel Vz € [Z]: return CY to all clients

6.6.1 Client Initialization

Initially, all the clients in parallel run an initialization procedure as described in Algorithm
14. Primarily, each client z € [Z] executes a p-norm clustering algorithm to find a set of
k local cluster centers (C(*)). These centers can be computed using known heuristics or
approximation algorithms, such as those described in Lloyd [333] for p-norm value of two
(k-means) and in Charikar et al. [337] for the k-medoid objective (p = 1). These methods
ensure that the centers obtained minimize the objective cost on the local datasets. After
computing their respective local cluster centers, each client shares its set of local cluster
centers C®) with the server. The task then shifts to sever, which then executes the

server-side procedure discussed in the following subsection.

“https://github.com/P-FClus/p-FClus
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6.6.2 Server Execution

Algorithm 15 summarises the complete server-side procedure. In line number 1 to 2 of
procedure, after receiving the set of centers C'*) from all devices z € [Z], the server
constructs a set S by aggregating them, i.e., S = CH UC@ U...UC®. Subsequently,
the server applies (k, p)-clustering algorithm [333, 337] to this set S to determine set of k
global centers CY in line 3. These global centers are expected to minimize the objective
cost across clients. However, in some cases, these centers can still be far from the current
local data due to heterogeneity. So these global centers are distributed back to all clients
and thereafter undergo personalization to find centers with lower costs and, therefore,

lower cost deviation across clients..

6.6.3 Client Side Personalization

After receiving the set of global centers, all clients use their set of local centers to fine-tune
the global centers to form personalized centers using procedure available in Algorithm 16.
The fine-tuning level A can be kept consistent across clients, or clients can vary it according
to their preferences. For each h-dimensional data point in z; € X(®), the client identifies
the closest local (¢(*) € C*)| line number 5) and global center vector (¢f € C, line number

6) and fine-tunes the global ones by minimizing the following function for finite p-norm:

P(x) = %Hcg - pr + A (cg - c(z)>2 (Personalization Objective) (6.11)

clustering cost ~ regularization penalty

The above personalization objective (Equation 6.11) emphasizes updating global centers
to minimize the local cost (LI(JZ)(Cg), Definition 6.1) while ensuring that CY does not
collapse to C®) by addition of a regularization factor. In other words, the role of the
regularization factor is to ensure that the global centers are not too much deviated by

incorporating penalty terms in the form of Lo-regularization.

Algorithm 16: p-FClus’s Client Personalization procedure (C(Z), C9,m, A, X(z))

1: Initialize assignment function ¢(*) «<— ® (empty)
2 while tuning steps t or convergence do

3 t—t—1

4: for z € X do

5 c?) argmin . (:) ¢ (z) (d(x, c(z)))

6 94— argmin oo (d(x, ¢9))

7: n<1 ‘]I (argminge oy d(z, ¢9) = cg)’

8: 9+ 9 —nA g (P(z)) (Using Equation 6.12 or 6.13 and \)  /*CY are
personalized centers for client z*/

9: ¢ [z] + 9

10: return CY, ¢(?)

Now, for k-means, the norm (p) takes the value of two and since minimizing euclidean
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distance (2-norm) is the same as minimizing squared euclidean, therefore the derivative

with respect to global center results in the following:

A (P(gc))}p:2 = (9 — 2) + 2\(¢7 — ) (6.12)

In the case of k-medoids, the norm takes the value of one i.e., minimizes 1-norm distance.

Therefore, we get the derivative value as follows:

Aea(P(x))] (=124 2M0(¢ = ) (6.13)

p:
Now, we can update the global center using the Stochastic Gradient Descent (SGD) based
personalization objective and find the updated global center that is not too far from local

ones in line number 8 of the procedure.
I —nAy(P(x)) (6.14)

1
]I(argmincg cc9 d(x,cg):cg)

points currently assigned to ¢9 act as learning rate (line number 7).

i.e, multiplicative inverse of the number of data

where we set n =

Note that in the special case of the 1-norm, i.e., k-medoids, there is a constraint that
the center should be a data point. However, during the personalization process, it can
happen that the final obtained center may not be a data point. In such cases for k-mediod
objective, the nearest data point to the final center within the client’s local data is chosen
as the center.

Convergence of p-FClus: Note that as p-FClus initially uses local clustering methods
[333, 337] already proven to converge and then applies Lloyd [333] that converges in most
real-world scenarios. After these steps, the personalization procedure considers each data
point only once. Thus, we can say that p-FClus converges.

Novelty: Therefore, to summarize, it is important to note that the non-trivial nature of
extending the literature in supervised personalization [271, 336] to unsupervised learning
is handled by the intrinsic design of the p-FClus procedure. Rather than demanding the
need for having a synchronization (or chronological) ordering on centers across clients for
direct averaging, unlike prior works, we use the data point-wise gradient update and use
nearest local, global center mappings. We now validate the efficacy of the p-FClus, MFC
against state-of-the-art (SOTA) methods.

6.7 Experimental Result and Analysis

We will now validate the performance of the proposed p-FClus® and MFC against SOTA
approaches on different synthetic and benchmarking real-world datasets used in clustering
literature [42, 12, 338, 10]. These are as follows:

®https://github.com/P-FClus/p-FClus
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o Synthetic Datasets (Syn) - The synthetic datasets generated can mainly be

categorized into the following:

— No Overlap (Syn-N0): It contains data points from ten bi-variate gaussian
distributions {AN;(10i,1)}19,, ensuring that the dataset has well-separated

clusters.

— Little Overlap (Syn-L0): It consists of data points from ten bi-variate gaussian
distributions arranged in a way that the consecutive pairs of distributions
overlap only after two standard deviations. The standard deviation is set to

two for all gaussian’s.

— Overlapping (Syn-0): It consists of data points from ten bi-variate gaussian
distributions arranged such that in each consecutive pair of distributions, the
mean of one distribution and three standard deviations of the other distribution
in the pair touch each other. The standard deviation is set to three for all

gaussian’s. The data generation code is available in the code repository®.

e Real-world Datasets - The real-world datasets used in the study can be
further divided into two types. The first type comprises of datasets that require
pre-processing to make them ready for use in a federated environment i.e, they are
extrinsic in nature. The second type includes datasets that are inherently captured

in a federated manner, where the data points are naturally divided among clients.

— Non-Federated Datasets (Extrinsic)

x Adult: The census record collection of 1994 US citizens. It comprises
32562 records with feature attributes under present study as age, fnlwgt,
education_num, capital_gain, and hours_per_week. These attributes are
consistent with prior works on clustering [10]. The dataset is openly

availablef.

* Bank: A direct phone call marketing campaign data of banks in the
Portugal region. It comprises 41108 records containing information
about consumers’ age, duration, campaign, cons.price.idx, euribordm,
nr.employed as attributes. The features selected for experimentation align

with previous literature, and the dataset is publicly available”.

* Diabetes: US clinical records collected over ten years. The features chosen
are age and time_in_hospital, and is publicly available®.
*x FMNIST: Contains 60,000 training images covering ten classes of fashion

items, each at a resolution of 28 x 28 pixels and is publicly accessible?.

— Federated Datasets (Intrinsic)

Shttps:/ /archive.ics.uci.edu/ml/datasets/Adult

"https:/ /archive.ics.uci.edu/ml/datasets/Bank-+Marketing
Shttps://archive.ics.uci.edu/ml/datasets/Diabetes-+130-US+hospitals+for-+years+1999-2008
“https://github.com/zalandoresearch/fashion-mnist/
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+* FEMNIST: It is a handwritten character recognition dataset where each client
corresponds to a writer from the EMNIST dataset!'?. The dataset’s intrinsic
heterogeneity is H = 62, i.e., data points from 62 true distributions are
distributed among 500 clients during data collection.

* WISDM: It is a publicly available wireless sensor data mining dataset
consisting of 1,098, 207 samples for activity recognition using mobile phone
accelerometers!! for recognizing six (H = 6) activities: walking, jogging,

going upstairs, going downstairs, sitting, and standing across 36 clients.

We compare p-FClus, MFC on both k-means (p-norm of 2) and k-mediod (p-norm of 1)

objectives against the following baselines:

o Centralized Clustering (CentClus) [228]: An euclidean-based centralized version
of k-centroid clustering. The aim is to minimize the objective cost using a norm value
of two (¢ = 2), resulting in the well-known Lloyd’s heuristic (or simply k-means)
[333]. When the norm value is one (¢ = 1), a centralized variation of k-mediod
clustering is achieved, where the set of centers is restricted to the data points in the
dataset [337].

o Oneshot Federated Clustering (k-FED) [41]: The method is a federated data
clustering approach that leverages the data heterogeneity among clients. The
method executes Awasthi’s k-means [109] locally on clients, and then clients share
information about local centers with the server. The server then applies a variant
of the farthest heuristic to select the best k global centers. These global centers are
then shared back with clients for local clustering. Note that the method works well

only when the network has high heterogeneity.

An important point to note is that the k-FED and MFC methods are intrinsically designed
to work only for the k-means objective. Thus, this limits comparing these methods to
k-means version of our p-FClus. To validate the performance of the k-median objective
of p-FClus, we compare it to the centralized setting. The metrics involved in comparing

the efficacy include the following:

e Mean Cost per data point (@ |): It is the mean (or average) objective cost
experienced by each of the data points across clients and is lower the better. It is

computed as described in Equation 6.2.

o Cost Deviation per data point (o |): It is a fairness metric that measures the
standard deviation in per-point cost experienced by clients. The empirical value is

estimated using Equation 6.3.

o Maximum Cost per data point (max |): It helps in estimating the worst per
point cost that any client has to suffer and is computed as max = max_¢(z p)(0).

A lower value indicates a more fairer clustering for clients.

https://github.com/TalwalkarLab/leaf/tree/master/data,/femnist
"https://www.cis.fordham.edu/wisdm /dataset.php



Chapter 6. Algorithms for Efficient and Fuair Federated Data Clustering 181

Adult Dataset Bank

Ry . R

Diabetic Dataset

FMNIST Dataset

18025 _ o ._{

18.000

17.975

e
¢

17.950

17.925

17.900

17.875

2 10

Mean Cost (p )
€ e €

S

&
Mean Cost (p )
Mean Cost (p )
Mean Cost (u )

2 10 2 10 2

a 6 8 a 6 8 a € 8
Heterogeneity (H) Heterogeneity ( H) Heterogeneity (H)

Cost Deviation (o )
o o
o B
& &
’
(R
. /
P /
/
7
’
Cost Deviation (o)
Cost Deviation (o)

Cost Deviation (o )

10 2 10

a 6 8
Heterogeneity ( H)

0.75 1 0.50
0.70 ) S~
A - ~

- . " 1o|® . | . ;_—_— {\ =~ o045 -
x . x x

0.65 ©
R S g oo W g g
- ~ - ~ - -

~

£ TN ey % os M| g %
S oss T S S S
x X 07 X x
] g ] [}

0.45 05

2 a 3 8 10 2 a 3 8 10 2 a 3 8 10 T2 a 3 8
Heterogeneity (H) Heterogeneity (H) Heterogeneity (H) Heterogeneity (H)
——3F§—— k-FED - -B - MFC ——%—— p-FClus

Figure 6.1: The plot shows the variation in evaluation metrics for proposed p-FClus, MFC
and SOTA on k-means for varying heterogeneity levels on a Balanced data split across 100
clients. Each column represents a dataset as specified at the top, and each row represents
one metric under evaluation. Note that the FMNIST dataset is on 500 clients. (Best viewed
in color).

Note that we consider C' in all these metrics as personalized global centers for p-FClus,

and for k-FED, MFC, we consider C' as the set of global centers computed by the method.

6.7.1 Experimental Setup

All experiments are conducted on an Intel Xeon 6246R processor with 280GB of
RAM, running Ubuntu 18 and Python 3.8. We report the results as the mean
and standard deviation of five independent runs, with the seed chosen from the set
{0,300, 600,900, 1200}. The complete reproducible code is available online®. Next, we
investigate the distribution of data among clients, focusing mainly on two different settings

described below:

1. Balanced or (Equal) distribution: In this setting, random data points from each
true distribution (Dj) are equally divided among clients. Note that in scenarios
where the total number of data points from Dy is not divisible by the number of
clients, each client will have nearly equal data points or may have one less data point

compared to other clients.

2. Unequal distribution: In this setting, clients can have a different number of data
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Figure 6.2: The plot shows the variation in evaluation metrics for proposed p-FClus, MFC
and SOTA on k-means objective for varying heterogeneity levels on a Balanced data split
across 1000 clients. Each column represents a specific dataset as specified at the top, and
each row represents one metric under evaluation. (Best viewed in color).

points from each of the D, distributions. Instead of arbitrarily dividing the data
points among clients, we intelligently distribute the data points to capture scenarios
where some clients may have significantly fewer data points from certain Dy,
resulting in an overall skewed division among clients. The code repository contains

scripts for generating the sameS.

Within each of the above settings, we further consider the level of heterogeneity (H) as
2,5,7 and 10 (Here, 10 is the maximum number of distributions in non-federated datasets
under consideration [44]). This implies that if, for instance, the H = 5, then every client
will contain data points only from any of the 5 (< k) distributions.

We now begin by validating our p-FClus,MFC against SOTA on a Balanced distribution
setting and non-federated datasets. Later, we will explore the scenario where clients can
have an Unequal data distribution and then on intrinsic or fixed heterogeneity federated
datasets (FEMNIST and WISDM).

6.7.2 Analysis on Balanced Data Distribution among Clients on k-means
Objective

This subsection delves into the results of the balanced (or equal) data distribution setting in

the k-means objective (p-norm = 2). The results are illustrated in Figure 6.1 (Real-world
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Figure 6.3: The plot shows the variation in evaluation metrics for proposed p-FClus, MFC
and SOTA on k-means objective for varying heterogeneity levels on a Balanced data split
across 1000 clients. Each column represents a specific Synthetic dataset (Syn) in sequence:

Syn-NO, Syn-L0, Syn-0 respectively, and each row represents one metric under evaluation.
(Best viewed in color).

dataset, 100 clients), Figure 6.2 (Real-world dataset, 1000 clients) and Figure 6.3 (Syn
dataset). We first provide a brief overview of the observations for each dataset in the

subsections below and then conclude the overall results in this setting.

Observations for Adult

It can be observed from Figure 6.1 and Figure 6.2 that for both 100 and 1000 clients
we have the mean per-point cost (p) for p-FClus significantly lower than that of SOTA,
especially in more challenging settings of lower heterogeneity. Furthermore, the variance of
p is lower compared to both k-FED and MFC, showing the efficacy of p-FClus in achieving
a lower objective cost for all number of clients settings. Additionally, the fairness metric
o for k-FED and MFC is higher at lower levels. In contrast, p-FClus helps achieve a lower
p for all clients and stays within a fixed confidence region by fine-tuning using local data
to bring the global centers close to local ones without deviating significantly from the
global model. This shows that p-FClus is not sensitive to changes in heterogeneity levels.
Approaches such as k-FED and MFC can achieve better p and o at higher heterogeneity, as in

such scenarios, they can capture good estimates of global centers mainly due to sufficient
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Figure 6.4: The plot shows the variation in evaluation metrics for proposed p-FClus, MFC
and SOTA on k-means objective for varying heterogeneity levels on a Unequal data split
across 100 clients. Each column represents a specific dataset as specified at the top, and
each row represents one metric under evaluation. (Best viewed in color).

data availability from all distributions across clients. Notably, the maximum per-point
cost (max) remains consistently high for SOTA methods compared to p-FClus, showcasing
the presence of clients that might be willing to not contribute and leave the federated
system. Though there is an increasing trend for p-FClus, it remains at a significant gap

from SOTA. Therefore, in the Adult dataset, p-FClus performs considerably well.

Observations for Bank

The observations are quite aligned with the Adult dataset. p, max is considerably lower
than SOTA even on varying heterogeneity (H) and number of clients. Also, the fairness

metric, o for p-FClus remains below SOTA for most heterogeneity (H) levels.

Observations for Diabetes

The additional comments to observe is that though in Diabetes dataset k-FED and MFC
have lower o with MFC having the least value. But both these methods suffer high variance
compared to p-FClus. This is primarily due to local optima in the dataset [44]. Also,
the max for p-FClus is either lower or comparable to SOTA methods, showcasing the

robustness of p-FClus to local optima’s.
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Figure 6.5: The plot shows the variation in evaluation metrics for proposed p-FClus, MFC
and SOTA on k-means Objective for varying heterogeneity levels on a Unequal data split
across 500 clients. Each column represents a specific dataset as specified at the top, and
each row represents one metric under evaluation. (Best viewed in color).

Observations for FMNIST

The o of all approaches are quite close enough, but p-FClus has considerably better

performance on other metrics, namely p and max.

Observations for Synthetic (Syn)

We can observe from the Figure 6.3 that when the dataset is bearing no overlaps between
different clusters, both MFC and p-FClus have comparable costs, but as the overlap
increases in Syn-L0 and Syn-0, the MFC method slightly deviates and achieves higher
mean per point cost (p) and higher fairness metrics i.e., deviation (o) and maximum cost
(max). On the other hand, across all different settings, k-FED always exhibits significantly

poorer performance in terms of mean cost and fairness metrics.

Overall Insight: In a Balanced data distribution, p-FClus achieves a lower per-point
cost (w, owing to personalization) and a more fair solution (o) across clients, making
it a reliable choice when information about the level of heterogeneity in the network is

unknown or unstable.
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Figure 6.6: The plot shows the variation in evaluation metrics for proposed p-FClus, MFC
and SOTA on k-means Objective for varying heterogeneity levels on a Unequal data split
across 50 clients. Each column represents a specific Synthetic dataset (Syn) in sequence:

Syn-NO, Syn-L0, Syn-0 respectively, and each row represents one metric under evaluation.
(Best viewed in color).

6.7.3 Analysis on Unequal Data Distribution among Clients on k-means
Objective

This subsection now delves into the results of the unequal data distribution setting in the
k-means objective (p = 2). The results are illustrated in Figure 6.4 to 6.5 for real-world
datasets and Figure 6.6 for Synthetic datasets. We first provide a brief overview of the

observations per dataset and then summarize the overall results in this setting.

Observations for Adult

The p is considerably lower for p-FClus compared to other methods. However, the
performance of p-FClus becomes slightly questionable when it comes to the o metric since
o is higher for k-FED and MFC at smaller H values but MFC’s value drops below p-FClus as
H increases. However, there is high variability in o for MFC and SOTA methods, whereas the
proposed p-FClus maintains a reasonable confidence interval. Further, it is least affected
by the number of total clients and the heterogeneity level that are unknown in most

scenarios. Thus showcasing the adaptability of p-FClus seamlessly to many real-world
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Dataset | Method e () o) max ({)
k-FED 5.71 x 1012 £ 8.02 x 100 | 1.32 x 10" 4 1.88 x 10° | 7.21 x 10" £ 1.32 x 10'°
WISDM MFC 3.35 x 1012 £ 8.32 x 10% | 0.25 x 103 4 8.68 x 10 | 1.10 x 10'3 £ 8.17 x 107
p-FClus | 0.56 x10'2 £ 5.28 x 10° | 0.02 x10'3 + 8.05 x 10° | 0.12x10'3 £ 8.33 x 106
k-FED 2.806 + 0.0022 0.3518 + 0.0008 4.4780 4 0.0130
FEMNIST | MFC 3.158 4+ 0.0341 0.3110 £ 0.0186 4.3710 £ 0.0427
p-FClus 3.103 £ 0.0048 0.3640 + 0.0035 4.1700 + 0.0513

Table 6.1: The table summarizes mean and deviation of evaluation metrics for proposed
p-FClus, MFC and SOTA on k-means for the Intrinsic datasets. The results are not evaluated
for CentClus owing to large main memory requirements (e.g. 8 TB in FEMNIST) and can
only be processed using streaming or federated setups.

applications without worrying about the system’s heterogeneity level. Also, it should be
noted that the slightly higher o is for a significantly reduced mean cost. Thus, when p

and o are considered together, it demonstrates the efficacy of p-FClus.

Observations for Bank

The trend for o is arbitrary in Figure 6.4 to 6.5; there is no perfect demarcation indicating
after how much heterogeneity level the SOTA methods will start performing considerably
well on fairness metrics such as o and max. In contrast, p-FClus is least affected by

heterogeneity level perturbations and the system’s number of clients.

Observations for Diabetes

p-FClus has wide gap in p and max metrics. Further, it has a lower variance in o

compared to SOTA, exhibiting the efficacy of the approach.

Observations for Synthetic (Syn)

In unequal data distribution for Syn dataset, it appears like both MFC and p-FClus are
quite similar and fairer approaches and only when there is a lot of overlap, i.e., Syn-0,
one can see a slight increase in mean cost for MFC, but as seen throughout the section, the
results do not follow the similar trend on other datasets, especially real-world datasets.
Thus, this helps us lead to the following overall analysis:

Overall Insight: Similar to a balanced (or equal) data split, p-FClus is more likely to
be chosen for real-world deployments due to its consistent reliability in terms of the range
of cost deviations that different clients may experience. This is because if some clients
face high costs, they may lose incentives to stay in the system and could opt to leave.
Nonetheless, the performance of p-FClus is also not subject to heterogeneity levels and
number of clients. The key factor driving the performance of the proposed method is its
personalized approach through fine-tuning steps. Next follows the performance of MFC on

cost and deviation compared to k-FED.
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. Heterogeneity (H)
Dataset | Method Metric
2 5 7 10
100 Clients
p-FClus o) |20 | 1.3140.00 | 1.31£0.00 | 1.31 % 0.00
u
CentClus 1.64 + 0.00
p-FClus 0.12 £ 0.00 | 0.06 = 0.00 | 0.07 % 0.00 | 0.03 £ 0.00
Adult o(l)
CentClus 0.03 £0.00
p-FClus 1.39 +0.00 | 1.45 % 0.00 | 1.50 £0.00 | 1.36 % 0.00
max(])
CentClus 0.60 £ 0.00
p-FClus @ L0000 | 1.5440.00 | 1.61%0.00 | 1.58 =0.00
CentClus H 0.61 £0.00
p-FClus 0.21 £ 0.00 | 0.120.00 | 0.13 % 0.00 | 0.036 % 0.00
Bank o(l)
CentClus 0.14 £ 0.00
p-FClus 153000 | 1.8240.00 | 242 £0.00 | 1.64%0.00
max({)
CentClus 0.94 £ 0.00
500 Clients
p-FClus @ 08000 | 1.2840.00 | 1.27+0.00 | 1.29 +0.00
CentClus | ' 1.64 £ 0.00
p-FClus 0.17 £ 0.00 | 010 0.00 | 0.11 4 0.00 | 0.05 £ 0.00
Adult 0
CentClus 0.03 £0.00
p-FClus 1.49 £ 0.00 | 1.5140.00 | 1.45%0.00 | 1.43 % 0.00
max(])
CentClus 0.60 + 0.00
p-FClus @ 116000 | 1554 0.00 | 1.60 £ 0.00 | 1.58 = 0.00
CentClus a 0.61 £+ 0.00
p-FClus 0.23 = 0.00 | 0.10 £ 0.00 | 0.07%0.00 | 0.04%0.00
Bank o(l)
CentClus 0.14 % 0.00
p-FClus 1.79+0.00 | 1.8740.00 | 1.76 £0.00 | 1.69 % 0.00
max(])
CentClus 0.94 £ 0.00

Table 6.2: The table summarizes mean and deviation of evaluation metrics for proposed
p-FClus, MFC and CentClus on k-medoids for varying heterogeneity levels on Balanced
data split across 100 and 1000 clients.

6.7.4 Analysis on Intrinsic Federated Datasets on k-means Objective

This subsection delves into datasets with a pre-captured level of heterogeneity (H). This

experiment directly compares the SOTA with p~FClus on performance metrics.

WISDM

The results for the WISDM dataset are summarized in Table. 6.1. It can be observed that
MFC and p-FClus against k-FED have a wide gap in o and max, owing to achieving a fair
solution as a byproduct or through fine-tuning steps, respectively. The performance of u
is also significantly reduced by an order of 10° times, indicating that our p-FClus is the

best available fair federated solution.
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FEMNIST

The results for the FEMNIST dataset are summarized in Table. 6.1. k-FED is slightly better
on cost. On the other hand, p-FClus and MFC have comparable performance on cost.
The performance of all methods is quite similar, possibly due to the nature of the dataset.
However, p-FClus is considerably close in u, o, but it has a lower max cost a client has to

suffer, thus overtaking SOTA methods. The performance of MFC follows next after p-FClus

on maximum cost.

. Heterogeneity (H)
Dataset | Method Metric
2 | 5 | 7 1w
100 Clients
p-FClus (o) |LLTE00 | 1.3140.00 | 1.32£0.00 | 1.2 +0.00
CentClus | ' 1.64 £ 0.00
p-FClus 0.11 £ 0.00 | 0.11 0.00 | 0.07 % 0.00 | 0.16 % 0.00
Adult o(l)
CentClus 0.03 £0.00
p-FClus 1.46 £ 0.00 | 1.48 % 0.00 | 1.47 £0.00 | 1.65%0.00
max(])
CentClus 0.60 + 0.00
p-FClus () | L2100 | 150 0.00 | 1.63 £ 0.00 | 1.71 % 0.00
n
CentClus 0.61 £+ 0.00
p-FClus 0.14 £ 0.00 | 0.11 +0.00 | 0.06 = 0.00 | 0.10 % 0.00
Bank o)
CentClus 0.14 % 0.00
p-FClus 1.55+0.00 | 1.80%0.00 | 1.75 £ 0.00 | 2.04 % 0.00
max(])
CentClus 0.94 4+ 0.00
500 Clients
p-FClus () |7 000 | 1.30+0.00 | 1.20 +0.00 | 1.27 +0.00
CentClus H 1.64 +0.00
p-FClus 0.11 % 0.00 | 0.09 % 0.00 | 0.07 % 0.00 | 0.14 £ 0.00
Adult o(l)
CentClus 0.03 £0.00
p-FClus 1384 0.00 | 1.50 % 0.00 | 1.48 % 0.00 | 1.65+0.00
max({)
CentClus 0.60 £ 0.00
p-FClus () |LLTE00 | 1.53+0.00 | 1.63%0.00 | 1.54 % 0.00
7!
CentClus 0.61 £0.00
p-FClus 0.18 £ 0.00 | 0.12 +0.00 | 0.08 % 0.00 | 0.19 £ 0.00
Bank o ({)
CentClus 0.14 4+ 0.00
p-FClus 175 £0.00 | 1.9040.00 | 1.79£0.00 | 2.11%0.00
max(])
CentClus 0.94 £ 0.00

Table 6.3: The table summarizes mean and deviation of evaluation metrics for proposed
p-FClus, MFC and CentClus on k-medoids for varying heterogeneity levels on Unequal

data split across 100 and 500 clients.




190 Chapter 6. Algorithms for Efficient and Fair Federated Data Clustering

6.7.5 Analysis on different Dataset for k-mediod Objective

In k-mediod, we limit the comparison only to CentClus because other baselines are not
intrinsically designed to handle objectives except k-means. The results for Balanced
data split for real-world non-federated datasets are reported in Table 6.2 for 100, 1000
clients. We can clearly observe that the mean per point cost (p), and correspondingly max
cost (max) for p-FClus is quite close to centralized clustering, showcasing that p-FClus
efficiently captures the centers in a federated setting. Furthermore, it not only showcases
its efficacy in cost but also in the fairness metric, i.e., o, which is also considerably low

across clients, thus resulting in a fair aka personalized clustering.

Dataset | Method Metric Value Dataset Value
p-FClus W 1.08 x 10'3 +0.00 6.87 4+ 0.00
m
CentClus (refer caption) 2.91£0.00
p-FClus 2.64 x 10'3 4 0.00 0.96 £ 0.00
WISDM o(l) FEMNIST
CentClus (refer caption) 0.65 £ 0.00
p-FClus 1.30 x 10" £0.00 9.69 £ 0.00
max(/)
CentClus (refer caption) 4.32 £0.00

Table 6.4: The table summarizes mean and deviation of evaluation metrics for proposed
p-FClus, MFC and CentClus on k-medoids for Intrinsic datasets. The WISDM dataset is not
evaluated on CentClus due to 8 terabytes of main memory requirements.

The results for Unequal data split are reported in Table 6.3 for 100 and 500 clients. In this
setting also, the observations are similar to the previous setting, showcasing the benefit of
p-FClus in both scenarios. The results for intrinsic federated datasets, namely WISDM and
FEMNIST, are reported in Table 6.4. We do not report the CentClus results for the WISDM
dataset as the main memory requirement for such a large dataset is nearly 8TB and thus

can only be processed in streaming or federated (distributed) settings.

6.8 Conclusion and Future Directions

In this chapter, we focus on solving the problem of handling unlabelled data in a federated
setting. We propose MFC that, unlike prior methods does not rely on the data distribution
across clients and under well separability assumptions (similar to [109, 41]), we have
theoretical bounds on the gap between local and global centers obtained using MFC. We
further propose a first-of-its-kind personalized data clustering algorithm, p-FClus which
operates in three sub-phases within a single round of to-and-fro communication between
the server and clients. Furthermore, through rigorous experimental analysis, we observe
that p-FClus’s performance does not suffer across varying levels of heterogeneity and
clients (dataset sizes), showcasing its data distribution independence. Additionally, it
achieves a lower mean per-point objective cost in most scenarios compared to SOTA methods
while ensuring small deviations in cost across clients (fairness). Even the maximum cost

any client incurs using p-FClus is significantly lower than SOTA methods in almost all
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settings, enabling clients to have personalized models and incentivizing them to continue
contributing to the federated setup. Moreover, the method is reliable and applicable to any
finite p-norm objectives, including k-means and k-medoids. An immediate future direction
involves studying a robust data clustering method in the presence of malicious clients [339]
and noisy data [319]. Other interesting directions include investigating scenarios where
clients might strategically report their features, thus hampering the quality of generated
local centers [340]. Since in federated learning, clients can join and leave the system,
therefore looking into the direction of unlearning information from the global model in

clustering can be another promising direction [341].
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Chapter 7

Mitigating Popularity Bias in

Recommender Systems

Abstract

Recommender systems are unsupervised machine learning methods that are deployed
heavily by many online platforms for better user engagement and providing
recommendations. Despite being so popular, several works have shown the existence of
popularity bias due to the non-random nature of missing data. Popularity bias leads to
the recommendation of only a few popular items (majority), causing starvation of many
non-popular items (minority). This chapter considers an easy-to-understand metric to
evaluate the popularity bias as the difference between mean squared error on popular
and non-popular items. Then, we propose EQBAL-RS, a novel re-weighting technique
that updates the weights of popular and non-popular items. Re-weighting ensures that
both item sets are equally balanced during training using a trade-off function between
overall loss and popularity bias. This is analogous to balancing the trade-off between cost
and group fairness in clustering literature. Our experiments on real-world datasets show
that EQBAL-RS outperforms the existing state-of-the-art algorithms in terms of accuracy,
quality, and fairness. EQBAL-RS works well on the proposed and existing popularity
bias metrics and has significantly reduced runtime. The code is publicly available at

https://github.com/egbalrs/EqBalRS

7.1 Introduction

Ouline platforms, including books [342], movies, and music streaming platforms (Netflix,
Spotify) [343, 344, 345, 346, 347], e-commerce websites (Amazon), Third party libraries
[348] and even social media platforms (Instagram), face the choice overload problem [349,
345]. Recommender Systems are useful unsupervised learning tools that efficiently solve
this problem by refining the information according to the users’ choices. The central goal
of recommender systems is to recommend items that the user might like by predicting
the pertinence of items with which the user has never interacted based on the user’s

past behavior. Past studies have shown that decision support systems based on previous

This chapter has been published as a full paper in the Journal of Intelligent Information Systems
(JIIS)[285].
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user behavior can unconsciously inherit existing human biases and introduce new ones
[350, 351, 352, 353, 354, 355]. This raises several fairness issues in recommender systems,
primarily on the user [356, 357, 77, 75, 358, 73, 359] and item sides [360, 361, 71]. This
chapter aims to mitigate the popularity bias [362, 363] in recommender systems at the

item side.

Popularity bias occurs when popular items (i.e., items with high rating frequency) are
recommended more often to the users than other items, even if the user has a reasonable
interest in the latter. The primary reason behind this is that popular items have better
representation in the training data used by optimization procedures. While aiming to
reduce average loss, these procedures might lead to a biased model [362]. Thus, this
provokes the recommendation of similar items to most users, even if they are apathetic,
and new (non-popular) items might starve for desired visibility [134, 364]. Over-reliance
on recommending popular items could also negatively affect businesses. In fact, several
U.S. states recently filed a lawsuit against Google U.S. for advertising popular items and
giving lesser visibility to newer items [29]. This practice can create an exclusive market
position for certain items, posing challenges for firms and stifling innovation in product
development. Note that handling popularity bias is quite analogous to group fairness in
clustering. The analogy can be apparent by considering the majority group as popular
items and the minority group as non-popular items. The goal is to balance each group’s
representation in the recommendation list. Note that in recommender systems, one can
not arbitrarily enforce the representation of minorities; one must consider user preferences

and history.
Many past works [123, 121] have explored and ameliorated popularity bias by improving

the model’s overall accuracy or the diversity among non-popular items. Accuracy is
innately biased for popular items as these items are rated more frequently. A highly
accurate model might suffer a heavy loss on non-popular items. On the contrary, a method
that naively improves diversity might generate an overall poorly accurate recommendation
model. Rather, an unbiased recommender system should perform well on popular and
non-popular items, thus resulting in a fair and accurate recommender system. To this,
we first propose a novel metric POPULARITY PARITY that enables a scalable algorithm.
Next, we propose EQBAL-RS, a Matrix Factorization (MF) based algorithm that balances
the losses on popular and non-popular items. Existing re-weighting techniques [27, 8] use
propensity scores that require careful investigation among different available score criteria
as exposure mechanism is rarely known, making them dataset-dependent. Further, these
approaches require heavy pre-training to compute the weights (scores) accurately, and the
approach exhibits high variance. Our EQBAL-RS does not require such pre-training as
it inherently learns the weights while training the overall model. To summarize, we list

down our contributions below:

e Our novel metric, POPULARITY PARITY, measures popularity bias as the difference

in the Mean Squared Error (MSE) on the popular and non-popular items.
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e We propose EQBAL-RS, a novel technique that solves the optimization problem of
reducing overall loss with a penalty on popularity bias. It does not require any heavy

pre-training.

o Through extensive experiments on real-world datasets (MovieLens, Yahoo, and
Amazon GiftCards), we show that EQBAL-RS outperforms existing approaches
on recommendation accuracy, quality, and fairness. It works exceptionally well on
PopruULARITY PARITY while having comparable performance on existing metrics like
Average Rating Popularity (ARP) and Normalized Discounted Cumulative Gain

(NDCG). Further, it does not compromise on the diversity of items.

Roadmap: The remainder of the chapter is organized as follows: Section 7.2 reviews
the existing literature. Section 7.3 provides an overview of the different notations and
definitions used throughout the chapter. These will be helpful for understanding the
proposed methodology in Section 7.4. We validate the efficacy of EQBAL-RS on the
proposed metric POPULARITY PARITY and existing metrics against state-of-the-art (SOTA)

methods in Section 7.5. Finally, Section 7.6 concludes the work.

7.2 Related Work

The work closest to our approach is to mitigate the popularity bias by using Inverse
Propensity Scores (IPS) [8, 360]. The score helps in generating a pseudo missing
completely at random dataset by weighting all the observed ratings. Although IPS loss
is proven to be an unbiased estimator, these methods majorly suffer from two problems.
First, the IPS estimator might become biased if the propensity estimation model is not
appropriately stated. Second, IPS estimators suffer from high variance as the inverse of
the propensities might be substantial. To overcome these challenges, [27] proposed an
asymmetric tri-training technique. It involves three rating predictors, two of which create
a pseudo-rating dataset, and the third trains the model on these pseudo-ratings. The main
limitation is that it becomes impossible to estimate the ratings of all items accurately as
the dataset size reduces after applying the technique. Thus, there is a need for an effective

strategy to tackle popularity bias in recommender systems.

7.3 Preliminaries

Consider the data with U denoting the set of users and Z be the set of items. Let R =
U x I be a rating matrix where each entry R, ; corresponds to the true rating of item ¢
by the user on a scale of 1 (lowest) to 5 (highest). All non-interacted user-item (i, j) pairs
have a value of R,; = 0. Let Zp and Zyp = Z \ Zp denote the set popular items and
non-popular items respectively. Inspired by Abdollahpouri et al. [118], we use a threshold
mechanism to generate Zp and Zyp. Motivated by Pareto principle [119, 120], we set

the threshold as top 20% items in terms of rating frequency as popular and remaining as
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non-popular (long tail) items. The prediction matrix is given by P with each entry P, ; as
the predicted rating for user v and item ¢. The goal of an ideal recommendation algorithm

is to reduce the following loss function:

1

> 6(Rusis Puy) (7.1)

ueU €L
where the error function § could be the mean squared error (MSE) or mean absolute error
(MAE). Since the true rating R,,; is not available for all possible user-item interactions,

one tends to minimize the loss on the observed set of user-item interactions given by:

>uetiez W Ruyi #0) 0(Ru iy Pui)
>wertier (Rui # 0)

Lobs (R, P) = (7.2)
The algorithms that aim solely to minimize L5 can pick popularity bias from the dataset.
It is because inherently popular items are rated more frequently and are available more in
the dataset. We now formalize a novel popularity metric POPULARITY PARITY (PP),
which quantifies popularity bias as the difference between losses on non-popular and
popular items. The intuition is that by minimizing both these losses while ensuring overall
loss minimization, one can expect fair visibility of all items in the final recommendation

list. Let,
D (ui): icTap LBui # 0) 0(Rui, Pusi)
D (usi): icTap L(Bui # 0)

Lyp(R, P) = (7.3)

and,
Z(u,i): 1€1p H(Ru,z # 0) 5(Ru,ia Pu,l)
Z(u,i): i€Lp ]I(Ru,z 7é 0)

define the loss on non-popular items and popular items, respectively. Then the

Lp(R,P) =

(7.4)

POPULARITY PARITY is given as:

We now propose a fair MF-based approach—-EqBal-RS with significantly reduced runtime

while having comparable performance on loss (accuracy).

7.4 Proposed Algorithm: EqBal-RS

EqQually BaLancing Recommender System (EqBal-RS) presented in Algorithm 17 is a
collaborative filtering-based technique. It assigns a weight to every item during learning
of user and item embeddings and trains the model towards equalizing the balance between
loss on popular and non-popular items. Past work on weighting techniques uses inverse
propensity scores. However, methods can suffer heavily from popularity bias and losses
if the scores are not tuned properly. EQBAL-RS automatically updates the weights
computed using an objective function that minimizes the overall weighted loss and

POPULARITY PARITY. For a given weight vector w = {w; };¢7, the combined loss function
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is given by:

Z(w) = 3 S wi(Riw — Piu)? + T (PPy(R, P))? (7.6)

uelU i€
Here, PPy(R, P) represents the weighted POPULARITY PARITY with the loss for each
item ¢ being weighted by w;. For the sake of simplicity, we omit the indicator function,
which observes the presence of a true rating R, ; > 0. To avoid the model getting biased

towards popular items, we take a square of weighted popularity bias. Further, let
Li(w) =Y wi(Riw — Piu)?
ueU

represent the weighted loss on item i. Let Cnp = > e iezyp L Fui # 0) and Cp =
> ueuticzp l(Ru,i # 0) denote the number of ratings obtained for non-popular and popular
items respectively. Then weighted POPULARITY PARITY is given as:

Zz’eINp li(w) B Zz‘ezp li(w)

PPy(R,P) = 7.7
(R, P) Cnr Cr (7.7)
On substitution,
2
DieTpp i(W)  Yiez, li(w)
Z(w) = Lw)+ 7T VNP — =P 7.8
() = Zh(w ( 2o = (79)

The parameter T is the trade-off between POPULARITY PARITY and overall squared loss.
The intuition behind optimizing the weighted loss function is: If the weights of non-popular
items are lower than the popular item, i.e., the non-popular items are under-represented.
In such cases, though the model will give a good overall accuracy, it will suffer badly on
the weighted POPULARITY PARITY. Similarly, if popular items are under-represented,
the model will still suffer badly from the weighted popularity metric. Thus, the given
loss function will try to push for equal representation of both popular and non-popular

items by updating weights to point towards the direction of minima for loss function Z(w).

The well-known gradient descent technique can compute the weight update equations.
The idea is to break the first term in Z separately for popular and non-popular items.

Then in the case of non-popular item i, we get,

27T PPw(R, P
<gf) = > (Rui— Puy)’ (1 + ( )> (7.9)
iieInp  geu Cnp
For popular item 4, one can easily find,
27 PPw(R, P
(gf.> = > (Rui— Puy)’ (1 - ( )> (7.10)

2 @

Let A;= <gf) Vi € Inp and A= (gf) ,Vi € Ip denote the derivative of item
1EINP 1€Lp

t. We will use these to update the weights of items.
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Algorithm 17: EQBAL-RS

Input: given items (popular and non-popular) Z=Zp U Zrp, users U, rating matrix
R, time-steps T', trade-off T, learning rate 7, epochs E, wt-decay A, latent

factors k
Output: learned user and item embedding &, v respectively
Initialize item weights array w with w; = ‘Tﬂw el

Randomly initialize & € RUI*% and ¢y € R/,

Mg s Vug > Migs Vi < 0 (Initialize 15¢, 2"¢ moment vectors for user and items.)

for t <+ 1to T do

by Wiy Mgy Vuyy My, v, = MFAdam (&1, Y1, Muy_y,5 Vug_ys My Vip_y o7, W,
E, R)

P =& x4y

Calculate weighted POPULARITY PARITY PPL (R, P!)

Calculate gradient A; Vi € I using Equations 7.9, 7.10 and PP

Update item weights array w using w; = w; — A X A;, Vi€ L

end

return &, i,

We now describe EQBAL-RS given in Algorithm 17. Inputs given to the algorithm involve
a set of popular (Zp) and non-popular (Zyp) items, learning rate 1, and weight decay
parameter A. We use x to denote the number of latent factors. Line 1 initialize item
weights (equal), user embedding (§) of size [U| x k (random), item embedding (¢) of
size k X |Z| (random), and adam optimization-related moment vectors (set to 0). The
dot product of user and item embedding gives rise to the prediction matrix P. The
moment vectors, user, and item embedding will be learned in-processing continually over
timesteps. The model training starts from line 2 for T" timesteps. The embeddings learned
up to the current timestep are passed to procedure MFAdam (presented in Algorithm
18 and described later). After the procedure completes (say E epochs), it returns the
learned embeddings and moment vectors. These embeddings compute predicti<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>