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Lay Summary

High temperature materials can maintain their properties such as creep and
oxidation resistance at elevated temperatures. For many high temperature
applications stainless steels and superalloys are commonly used as they form
protective Cr2O; scales on their surface during their oxidation. These scales
start to volatilize ~900 °C. Some high temperature materials including
Alumina-Forming Austenitic (AFA) steels form protective AlOs layer. At
temperatures greater than 1100 °C, Al2Os grows fast and thick generating high
Pilling-Bedworth stresses resulting in cracking and spallation of scale.
Therefore, these materials are limited for applications up to 1100 °C. For higher
temperatures, silica forming materials are favorable candidates. Silica forms a
glassy scale which has liquid-like nature and can flow into the cracks that are
generated during thermal cycling. It acts as self-healing scale under high
temperature conditions. For excellent oxidation resistance, an oxide scale must
have an optimum viscosity to flow, spread and cover the surface effectively.
Additionally, the oxide scale must resist the oxygen diffusion through it. The
flow and spread of scale depend on viscosity which is a function of temperature
and scale composition. In this work, the alloys and ceramics that form silica or
borosilica scales during oxidation at extreme temperature conditions were
studied using computational and experimental approaches. Computational
simulations were used to study diffusion through various glass compositions

and to simulate how oxide scale will grow on certain alloy compositions. This
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helps in designing compositions for experimental studies. The selected
compositions were fabricated for studying oxidation behaviour of the alloys
and ceramics. After fabrication oxidation studies were conducted to measure
how much the samples have deteriorated in terms of the oxide scale thickness

and the change in mass with time.



Abstract

Mo-Si-B alloys and Ultra-high temperature ceramics are potential materials for
high temperatures beyond Ni based superalloys. In Mo-Si-B based systems and
with SiC addition to ZrB», protective SiO»-rich glassy scale is formed at the
surface. Diffusion through the scale and scale viscosity play an important role
in understanding the oxidation behaviour of the system. In the present work,
diffusion coefficient and activation energies of the diffusing species have been
calculated using Molecular Dynamics (MD) as these govern the scale growth
and surface coverage. Diffusion was modelled in SiOz glass in the temperature
range of 1200-1700 °C with elemental additions. To predict oxidation kinetics
and to simulate oxide growth in Mo-Si-B alloys, a mathematical model based
on Cellular Automata (CA) was developed. This model simulates the transient
oxidation phenomenon both visually (microstructure evolution at each time
step) as well as numerically (mass change at each time step). The microscopic
nature of the model allows us to explore the roles of material chemistry and the
microstructure on the oxidation behaviour quantitatively. Using the model as
a guide, oxide evolution of Mo-Si-B alloys with addition of W, Ta and Al was
studied at 1100 and 1350 °C experimentally and the results were comparable
with those predicted by the developed model. For example, the model
predicted higher mass loss on adding tungsten and lower mass loss on adding
Ta to the alloy 711 at 1100 °C. The oxidation behaviour of ZrB,-SiC based
ceramics was studied at 1600 with AIN, TaC and CeO: additions. Poor

oxidation resistance was observed in 70ZrB>-20SiC-10AIN composite which
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was attributed to the lower oxide scale viscosity resulting in faster diffusion
through the scale and increased oxidation. This agreed with the diffusion
modelling results obtained using MD where increased self-diffusion of species
was observed with Al addition to SiOz glass. This work involves the use of a
combination of computational and experimental approaches for better design

of ultra-high temperature materials that form silica and borosilica scales.
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Chapter 1 Introduction

1.1 Application of high temperature materials

High temperature materials find applications in various areas including power
generation systems (400-1300 °C [1]), aeroengines (1300-1980 °C [2]) and
hypersonic vehicles (>1600 °C [3]). The material property requirements for
components such as turbines, rockets, heat exchangers and modern
aeroengines depends strongly on the operating conditions. For instance, higher
operating temperature of turbines leads to higher efficiency and lower fuel
consumption [4], thereby also resulting in lower emissions. The high
temperature materials that are desired to withstand loading, must possess
resistance to mechanical degradation and must tolerate severe operating
environments and high loads for extended time periods, with creep resistance
becoming an important criterion. Potential candidates for turbine blades or the
thermal protection system for re-entry vehicles are often subjected to extreme
temperatures (~1650 °C [5]) in an oxidative environment. Traditionally, Ni-
based alloys have been used for high temperature applications (up to 1100 °C).
However, the need for higher temperature has necessitated an exploration of
novel material systems, with the rapid growth rates of the alumina scale above
1100 °C resulting in high thermal stress and scale spallation. Silica forming
materials are considered as potential candidates for high temperature
applications. The glassy nature of the silica scale allows easy lateral scale
growth imparting self-healing properties to the oxide scale at high

temperatures.[6].



1.2 Key material challenges

The major challenge associated with high temperature materials is their ability
to maintain structural integrity when subjected to very high temperatures,
loading conditions and aggressive environments. Components of turbines used
for power generation and jet propulsion systems, leading edges and nose tips
of hypersonic vehicles are subjected to such conditions and are prone to
degradation due to oxidation. Hypersonic vehicles are fast moving vehicles
that operate at speeds greater than Mach 5 and their applications include
ballistic and interceptor missiles, re-entry vehicles, space access vehicles,
hypersonic cruise missiles and aircraft [3]. These vehicles have air-breathing
engines based on the concept of ramjet and scramjet propulsion systems and
the thrust is generated using aerodynamics forces [7]. They have sharp leading
edges where “sharp” refers to edges with nearly-zero radius of curvature. Such
designs reduce the drag resulting in better maneuverability, performance, and
safety [8]. As the design of hypersonic vehicles consists of sharp features, their
leading edges and wings may experience extremely high temperatures, high
heat flux and thermal shocks. Thermal shocks can raise the temperatures above
2000 °C and heat flux of the order of 100 W/cm? [3]. During re-entry at an
altitude of 120 km with an initial speed of ~ 7800 m/s, the exposure duration
will be around 15 s [9]. Several engine components such as inlet, combustor and
nozzle undergo excessive heating as compared to other components due to
burning of fuels [7]. Leading edges and nose tips of these vehicles are exposed
to harsh environments where reactive dissociated gases are present, surfaces
may undergo oxidation. Therefore, high melting points and oxidation
resistance are key properties required for the materials that are used at these

critical components.

1.3 Materials beyond Ni-based alloys

Ni-based superalloys had emerged as materials of choice for components of gas
turbines where temperatures may reach around 800 °C such as in coal fired
power plants and chemical processing plants. These superalloys can be used
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under static loading, fatigue and creep conditions [10,11]. The application of
superalloys is limited as the operating temperature required to increase energy
efficiency is higher than the melting temperature of Ni-based superalloys.
While Ni-based superalloys have been the workhorse materials for gas
turbines, very little increase in operating temperatures with these materials has
progressed in the last quarter of a century, with an average of 1-2 °C increase
per year [4]. A key challenge is to replace traditional superalloys, used in hot
sections, with new materials that are lightweight, have high-strength and high
thermal shock and are oxidation resistant. Refractory metal silicides may lead
to an improvement of 10-20% in operating temperatures. Research on
refractory metal silicides such as Mo-Si and Nb-Si based alloys have gained
attention due to their high temperature stability and high creep resistance.
However, Nb-Si alloys undergo catastrophic oxidation due to formation of
non-protective Nb2Os oxide layer above 500 °C [12] and Mo-Si forms volatile
MoOs around 700 °C [6]. The alloys which form multiphase structures are also
known for their ultra-high temperature properties [13]. Systems that form
stable oxide scales such as SiO: during oxidation at elevated temperatures
enhance oxidation resistance. MoSiz is known to have high oxidation resistance
for applications up to 1700 °C as it forms stable SiO> layer, but it shows poor
creep resistance [14,15]. Formation of multi-phase structures in an alloy can
provide an optimal blend of properties. In Mo-Si-B alloys, Mo stays as solid
solution which provides toughness. It co-exists with MosSiB. (T2) phase which
has melting point of above 2100 °C and provides excellent oxidation resistance
due to formation of protective borosilica scale [13,16,17]. MosSis (T1) phase
provides creep resistance and oxidation resistance. To achieve required
oxidation resistance and other high temperature properties, it is crucial to
control the size and distribution of each phase in the system. The size of Mo (ss)
features and whether these features form continuously or not is important. Due
to their melting points of above 3000 °C, these materials are considered
promising candidates for next generation ultra-high temperature materials

[18].



The requirements of materials for use in aerospace industries have been
changing for decades due to the introduction of new propulsion systems and
hypersonic designs. Light weight to reduce fuel consumption and high
operating temperatures to improve thermal efficiency of engines has led to the
development of composite materials. Carbon Matrix Composites (CMCs) are
suitable for use in hot sections as they are capable to replace superalloys with
significant weight reduction [19]. The CMCs find their application hot sections
of turbine engine such as turbine vanes, blades and exhaust nozzles up to 1482
°C temperature [19,20]. Figure 1.1 provides an overview of the temperature
capability of various CMCs compared to superalloys. Due to their capability of
withstanding high temperatures, cooled CMCs are favorable for use in
hypersonic engine components [21]. However, there are several limitations of
using CMCs for hypersonic applications. Design of CMC components require
textile architectures for better cooling and a high cost associated with their
manufacturing becomes challenging [19]. There is another emerging category
of materials known as Ultra-high temperature ceramics (UHTCs) considered to
have superior properties and oxidation resistance compared to CMCs [22,23].
UHTCs which are favorable candidates for hypersonic and aerospace

applications are discussed in detail in later sections.
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1.4 Scope of thesis

Mo-Si-B alloys and UHTCs undergo oxidation resulting in scale formation on
the surface. This oxide scale can be protective or non-protective under certain
temperature regimes. This depends on several factors such as temperature,
partial pressure of oxygen, flow rate and material composition. Mo-5i-B alloys
and boride based UHTCs with SiC form a silica-rich glassy scale during
oxidation which protects the substrate from oxidation. The aim of this work is
to understand and control the borosilica scale formation on these materials for

better oxidation resistance by changing the substrate composition.

1.5 Thesis organization

The thesis consists of seven chapters starting with a brief introduction of the
topic in chapter 1. Chapter 2 is a literature review that covers the general
properties and oxidation behaviour of Mo-5i-B alloys and UHTCs. In chapter
3, Molecular Dynamics was used to simulate diffusion in SiO2 glass and an
oxidation model using Cellular Automata was developed in chapter 4. Chapter
5 consists of the experimental studies that were conducted to study the
oxidation behavior of Mo-Si-B alloys. The oxidation behaviour of UHTCs
studied using experimental techniques is presented in chapter 6. The

conclusion and the scope of future work is discussed in chapter 7.






Chapter 2 Literature Review

2.1 Refractory metal silicides
2.1.1 The Mo-Si-B alloy system: phase stability and general properties

Refractory metal silicides such as Mo-Si based alloys form protective oxide
scales that provide oxidation resistance. These materials can be used as
oxidation resistant coatings on high strength materials for high temperature
applications [6,13]. Therefore, it is important to explore their compatibility with
the alloy substrate, mechanical properties and oxidation behaviour in a range
of operating temperatures and actual environmental conditions. An
understanding of compositional effect and kinetic factors on oxidation
behaviour is a key step for coatings design [6]. Mo in its pure form has high
melting point of above 2600 °C, but it has poor oxidation resistance. Addition
of Si results in formation of protective silicate glass and B addition together
with Si leads to borosilica formation as studied by Meyer and Akinc [24]. This
improves the oxidation resistance of the material. Boron doped Mo-Si alloys
form multiple phases (including a-Mo, Mo35Si, MosSisz) which can provide good
oxidation resistance and mechanical properties. The MosSis phase provides
oxidation resistance and when doped with boron, it forms protective
borosilicate scale during oxidation [24-26]. The MosSi phase results in poor
oxidation resistance [17]. The overall properties depend on the composition of

the alloy and the phases formed. The phase diagram for Mo-5i-B alloys was



initially published by Nowotny et al. [27] and was updated later by Nunes et
al. [28]. Figure 2.1 shows the stability of different phases in Mo-Si-B alloys at
1600 °C [28] and Figure 2.2 [13] shows the liquidus projections of Mo-Si-B alloys
system. The region shaded with orange represents Berczik triangle comprises
of Mo(ss), T1 and A15 phases. Berczik added Si and B to Mo to enhance its
oxidation resistance with compositions lying in this triangle [29]. Later various
compositions in Berczik region were studied by many researchers [6,17,30,31].
The compositions lying in the area shaded with green were studied by Akinc

et al [30] and Meyer et al. [26].
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Figure 2.1 Phases in Mo-Si-B alloys at 1600 °C
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Figure 2.2. Liquidus projections in Mo-Si-B alloy system [13]

In these alloys, a-Mo phase provides ductility, toughness and inhibits crack
propagation. However, above 500 °C, pure Mo has tendency to oxidize rapidly
to MoOs and volatilize. Therefore, it is important to limit its presence in the
alloys [32]. Other phases that can co-exist with a-Mo phase include MosSi,
MosSis and MosSiBz. MosSi forms A15 cubic structure and is often referred to
as Al5 phase, MosSis with tetragonal structure is referred as T1 and MosSiB
with body-centered tetragonal structure as T2. MosSi phase is brittle as it has
very few active slip systems [17] with a reported fracture toughness of up to 3
MPa\m [33]. The A15 MosSi belongs to Pm-3n space group and m3m Laue class
where the Mo atoms form three orthogonal chains [34,35]. It was reported that
its cubic structure is due to increased overlap of d states of metal with its
surrounding [36]. The MosSis phase has D8m structure and I4/mcm space
group (D8g structure with space group P63/ mcm is also found often) [37]. The
D8m structure has strong bonds as it has high enthalpy of formation (-3.8
eV/formula unit) [37]. According to Fu et al. [37] the D8s structure can only be
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stabilized in presence of interstitial elements such as carbon. The MosSiB: (T2)
phase has D8; structure with 14/mcm space group [38]. Table 2.1 lists the

Pearson symbols and space groups of some important phases of metal silicides.

The T2 phase has a range of homogeneity around its stoichiometric
composition and it is a key component in Mo-Si-B system [28,39]. It has a
melting point of above 2200 °C, excellent high-temperature strength and
resistance against stress deformation [40]. The elemental addition to Mo-5i-B
alloys affects the phase stability. For example, the effect of Nb substitution on
Mo-S5i-B phase stability was reported by Perepezko et al. [13] which shows that
Nb forms solid solution in bec (Mo,Nb) and T2 phases in two-phase Mo-10Si-
20B alloy. The lattice parameters c and a in T2 phase lattice increased with an
increase in Nb content. Sakidja et al. [38] reported that substituting small
amounts of Mo with Nb inhibited the formation of Mo(ss) precipitates in T2
phase in two-phase Mo-5i-B alloys and suggested that its stability depends on
constitutional defects. In as cast three-phase Mo-105i-20B alloy (Mo(ss), MosSi
and MosSiBy), there were very few dislocations present whereas after annealing
at 1600 for 150 h, Mo(ss) particles precipitated in T2 matrix with increased
dislocation density in primary T2 phase [38].

Table 2.1 Crystal structures of some important phases of metal-silicon systems [41]. The crystal
structure images were taken from Materials Project [42]

Phase Pearson symbol | Space group | Atomic representation

MosSi (A15) | cP8 Pm-3n
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MosSis (T1) | tI38 [4/mcm
MosSiBa (T2) | tI32 [4/mcm
NbsSi tP32 P4,n
e
NbsSis t132 14/ mcm
W5Sis3 tI32 [4/mcm

The creep strength of alloys changes with the composition and microstructure.
Schneibel et al. [31] reported an increase in the creep strengthening with low a-
Mo content i.e. with high MosSi-MosSiB2 volume fraction. The presence of
continuous a-Mo matrix reduced the creep strength. However, a-Mo phase is
ductile and increase in its volume fraction increases room temperature fracture
toughness of the system [31]. Schneibel et al. [43] compared the creep behaviour
of the two alloys with 21 vol % a-Mo with its different grain sizes. For the
sample with coarser grains, the stress component was higher (2.8 for coarse and

2.1 for fine) and the activation was lower (327 kJ/mol) than the sample with
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finer microstructure (376 kJ/mol). The creep strength of alloys with fine
microstructure was low because fine grains provide easy diffusion pathways
for Mo [31,43]. The grain size also affects the fracture toughness of the material
and it was reported that fine grained alloys have lower fracture toughness due
to intergranular slip mechanism as compared to coarse grained alloys where
intragranular slip mechanism is favorable [32,40]. However, the fine grain size
increases the grain boundaries which hinders the dislocation movement and
increases alloys strength [40]. The creep strength of Mo-X-Si-B alloy (where X
= Nb, W) was reported at 2 % plastic deformation in terms of compressive
engineering flow stress in the temperature range of 1200-1400 °C [43]. The
activation energy for Mo-Si-B alloy was 295 kJ/mol and after 19.5 at% W
addition it changed to 319 kJ/mol with slightly increased the creep strength
[43]. The 19.5 at% Nb addition increased the activation energy to 489 kJ/mol
and improved creep strength more than W addition [43]. The larger radius of
Nb (1.44 A) atom as compared to W (1.38 A) and Mo (1.37 A) inhibits

dislocation movement and improves creep strength [32,44].
2.1.2 Oxidation mechanism of Mo-Si-B alloys

In a research work by Parthasarathy et al. [45] on Mo-Si-B alloy with Mo, MosSi
and MosSiBx phases, oxidation studies were carried out in the temperature
range of 500 to 1300 °C. In the temperature range of 500-600 °C, the overall
oxidation rate was lower than that of pure Mo with parabolic weight gain.
Here, Mo forms MoOs and the other two phases form borosilica scales which
cover the surface gradually and prevents MoOs evaporation. The oxidation
behaviour depends on the partial pressure of oxygen and when the oxygen

partial pressure is high in initial stages, following reactions occur [46]:
2Mo + 30, = 2Mo00;
Equation 2.1
2Mo05Si + 110, = 6M005 + 2Si0,

Equation 2.2
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MOSSI:BZ + 1002 = 5M003 + SlOz + B203
Equation 2.3

Once the oxide layers form and starts to thicken, partial pressure of oxygen

decreases resulting in the following reactions [47,48]:

Mo + 0, = MoO,
Equation 2.4
Mo3Si + 40, = 3Mo0O, + Si0,
Equation 2.5
2MosSiB, + 150, = 10Mo0, + 25i0, + 2B,0;
Equation 2.6

On further reduction of oxygen partial pressure, the reactions that occur are as

follows [47,48]:
MosSi + 0, = 3Mo + Si0,
Equation 2.7
2MosSiB, + 50, = 10Mo + 2Si0, + 2B, 05
Equation 2.8

The change in kinetics in the temperature range of 650-750 °C, resulting in
pesting with parabolic weight loss with a thick borosilica scale was reported
[17,45]. Mo forms MoOs and the borosilica scale that forms in this temperature
range is porous through which gaseous MoOs is lost. Above 800 °C up to 1300
°C, a thinner borosilica scale is formed with lower oxidation rates. The thin scale
was due to evaporation of boria from the scale and oxidation was lowered due
to less oxygen diffusion through the scale. It was suggested that the continuous
evaporation of boria does not allow oxygen to diffuse through the scale. As the
borosilica scale covers the entire surface, oxidation reaches a steady state. The
oxidation kinetics of these alloys is influenced by mass loss due to MoOs3
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evaporation and mass gain due to borosilica scale formation. Therefore, to
understand oxidation behaviour more precisely, looking into the temporal

microstructural evolution is crucial.

MoO:

0:
MoO: & B:Os

Figure 2.3 Schematic showing the transient oxidation mechanism in Mo-5i-B alloys at 1500 °C
[17,32]. (a) Unoxidized sample (b) oxidation initiates where Mo forms volatile MoO3, Si forms
SiO;, B forms BO; (c) oxidation continues and B>Os starts to flow due to its low viscosity and
mixes with SiO; (d) the borosilica scale formed due to mixture of SiO; and B2O; starts to form
a protective scale on the surface.

Rioult et al. [17] studied oxidation of pure Mo, MosSi and MosSiBz phases at
1100 °C. The schematic in Figure 2.3 shows the transient oxidation mechanism
of Mo-Si-B alloys. A linear mass loss rate for oxidation of Mo (-16.4 mg cm-
min1) and MosSi (-4.2 mg cm2 min!) due to the formation and volatilization of
MoO; was reported [17]. However, the mass loss in Mo3Si was less than that in
pure Mo. MosSi oxidized to form MoOs due to presence of Mo and glassy silica
scale from Si. This silica scale was found to be discontinuous due to its high
viscosity, which reduces the glass flow and results in poor surface coverage or
discontinuous scale. This porous scale makes volatilization of MoOs easier
resulting in mass loss. Additionally, the porous structure enables oxygen
diffusion to the substrate resulting in increased oxidation. The oxidation of
MosSiB; phase showed initial mass loss followed by steady state. The steady

state was achieved due to formation of borosilica scale on the sample surface.
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The presence of Boron leads to boria formation which resulted in reduced
viscosity of the scale enabling its better flow and better surface coverage. The
plot in Figure 2.4 shows a reduction in viscosity of borosilica scale with
increasing B2Os content. This borosilica scale protects the surface from
oxidation. Each phase has different oxidation resistance as well as different
mechanical properties. The overall properties of these alloys depend on the
amount and distribution of phases. Rioult et al. [17] observed faster borosilicate
formation with fine and homogeneously distributed intermetallic phases. An
optimum composition of borosilica scale may enhance the oxidation resistance
which can be obtained either by changing the alloy microstructure or by
changing the alloy composition [49]. Both factors are important to control the
borosilica scale chemistry, its protective nature, and mechanical properties of
the alloy. To modify the oxidation and mechanical properties of silicides,
researchers have studied the effects of element and second-phase particles

additions such as Zr [50], Ti [51,52], Y[48], Al [53,54], W [16,55] and ZrB; [56].
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Figure 2.4. Viscosity variation in borosilica glass with varying SiO, and B>Os content at 1150 °C
[57,58]
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2.1.3 The effect of alloying additions on oxidation

The grain boundaries act as primary paths for oxygen diffusion in alloys and
addition of reactive elements such as Hf, Zr or Al has shown significant effect
on oxidation properties of Mo-5i-B alloys [46]. The reactive elements migrate
to the oxide grain boundaries when crystalline oxides such as Al2O3 and Cr203
are formed [59]. In case of amorphous SiOs-rich scale, the reactive elements
diffuse outward through alloy grain boundaries and through silica scale. These
elements react preferentially due to their electropositive nature with oxygen at
the substrate grain boundaries or at oxide-substrate interface and suppress the
inward oxygen diffusion. As reactive elements migrate to the silica scale these
affect silica scale network and viscosity. The network modifiers disrupt the
network and reduce viscosity whereas, the network formers make the bonds
stronger and increase viscosity and perhaps densify the scale [60]. Figure 2.6
shows the effect of Ca ions as network modifier in silica. Alloying also aids in
microstructural changes and increased oxide scale adhesion resulting in better

oxidation resistance [47,61].

Figure 2.5. Cracks appeared on Mo-Si-B alloy with 7.3 at% Al on oxidation at 600 for 300 h [53]

Paswan et al. [53,54,62] studied Al addition to Mo-Si-B alloys in isothermal and
non-isothermal conditions in different temperature ranges. Isothermal
oxidation of Al added Mo-Si-B alloys at 400-800 °C resulted in formation of

mullite and showed reduced oxidation resistance [53]. For 76Mo-14Si-10B
16



alloy, mass loss of 50 mg/cm? was found whereas after adding 7.3 at% Al
(73.4Mo-11.25i-8.1B7.3 Al), the mass loss increased by about seven times at 700
°C after 20 h of exposure [53]. The oxide scale showed cracks at 500 and 600 °C.
Figure 2.5 shows cracks in scale in alloy with 7.3 at% Al after oxidation at 600
°C for 300 h. It was suggested that the mass loss could be due to oxide scale
spallation and volatilization of MoOs. Additionally, the high vapor pressure of
MoO:; can lead to internal stress generation and cracking of the scale [53]. The
cyclic oxidation of Mo-5i-B alloys with Al resulted in the formation of low
density mullite through which oxygen permeation increased [62]. Exposure of
alloys with Al at 1150 °C and 1300 °C showed initial mass loss followed by
steady state. However, the overall mass loss was lower in alloys without Al. Al
addition showed degradation in oxidation properties and it was suggested that
higher initial mass loss was due to delay in the formation of protective oxide

scale in Al containing alloys.

Molten silica Ca ions added to silica

Figure 2.6. (a) The structure of molten silica and (b) shows the effect of Ca addition on silica
network
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In Mo-Si-B alloys, the presence of MosSi phase is detrimental to mechanical
properties and does not significantly contribute to oxidation resistance. Ray et
al. [63] reported that tungsten and niobium addition to Mo-5Si alloys can
eliminate the brittle MosSi (A15) phase. Karahan et al. [55] extended this to Mo-
Si-B alloys and showed MosSi removal using tungsten and discussed their
oxidation behaviour. It was reported that Mo-15Si-15B (at%) alloy constituted
of Mo(ss), A15 and T2, and tungsten addition resulted in Mo(ss), T1 and T2
phases. However, tungsten addition showed detrimental effect on oxidation
properties at 1200 °C due to formation of WO3; which is non-volatile at this
temperature. Non-volatile WOs that stays on the surface hinders SiO»-rich scale
flow leading to poor surface coverage and discontinuous oxide scale formation.
At 1400 °C, volatilization of WO3; was reported resulting in densification of
protective oxide scale [55]. Thus, this indicates that tungsten addition may lead
to reduced oxidation resistance, but at higher temperatures (>1300 °C) or in pre-

treated samples, it may not deteriorate oxidation properties significantly [64].

Ti addition to Mo-Si-B alloys reduce density and provides better oxidation
resistance [64]. Schliephake et al. [52] and Azim et al. [65] studied isothermal
oxidation of M0-95i-8B-29Ti (at%) at 1100 °C, 1200 °C and 1300 °C and reported
increased mass loss as compared to the alloy without Ti when oxidized till 100
h. The mass loss increased with the increase in temperature. The alloy with 29
at% Ti constituted of Mo(ss), T1 and T2 phases. The oxide layer composed of
non-protective rutile outer layer, below which TiO; layer embedded with little
borosilica was present. This oxide layer was thick and porous resulting in easy
inward oxygen diffusion. It was suggested that cracks appeared due to
mismatch in coefficients of thermal expansion of TiO2 and SiO> [52]. Azim et al.

[65] reported similar results for Mo-9Si-8B-29Ti alloy.

Burk et al. [50] observed improvement in oxidation resistance when 1 at% Zr is
added to Mo-9Si-8B (at%) alloy below 1200 °C. However, above 1200 °C, the
oxidation resistance decreased due to phase transformation of ZrO; particles in
SiOz-rich scale resulting in volume change. This led to the formation of holes in

the scale providing easy pathways for oxygen diffusion and MoOs3
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volatilization. The addition of zirconium to the alloys refines grain size,
improves mechanical properties and results in quick formation of borosilicate
layer [64]. Wang et al. [56] fabrication Mo-12Si-8.5B (at%) alloy with and
without addition of 1 at% ZrB: at 900 °C and found significant improvement in
oxidation properties with ZrB> addition. The mass loss changed to 10 mg/cm?
which was 180 mg/cm? without ZrB; addition when exposed for 30 h. Small
amounts of dissolved Zr in SiOz-rich scale and ZrSiO4/ZrO» particles were
observed in the scale [56]. Presence of Zr in the scale affects the SiO> network,

increases scale viscosity and makes it more stable [64].
2.1.4 Oxidation behavior of other refractory metal silicides

Nb-Si based alloys have higher melting points (>1700 °C) and lower densities
(6.6-7.2 g/cm3) than Ni-based superalloys, but, their high-temperature
oxidation resistance make them wunsuitable for ultra-high temperature
applications [66]. Nb(ss) phase in Nb-5i alloys provides ductility. Other phases
include NbsSi and NbsSis [66]. Similar to Mo-silicides, Nb-Si-based alloys form
SiOs-rich glassy scale, but, during oxidation above 500 °C, porous and non-
protective Nb>Os forms as shown in Figure 2.7 [32]. Nb2Os is non-volatile and
impedes the surface coverage by the silica-rich scale. Additionally, its
formation results in volume expansion and stress generation in the oxide scale
leading to its cracking and spallation [67,68]. The Pilling-Bedworth Ratio (PBR)
for Nb oxidation to Nb2Os is 2.68. The volume expansion correlates with PBR

and results in crack formation in the scale [69].
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Figure 2.7. (a) Surface cracks (b) cracks on cross section on Nb2Os scale formed on Nb-5i-B alloy
after 10 min of oxidation at 1100 °C [32] (¢) Porous Nb,Os formed on NbyOs-SiO,-

AlO3/NbSi»/NbsSis multilayer coating at 1300 °C for 8 h [69].

The addition of boron to Nb-Si based alloys improves oxidation resistance.
Zhang et al [70] studied the effect of 2 and 5 at% boron addition to Nb-22Ti-
165i-5Cr-4Hf-3Al alloy on oxidation properties. The mass gain of 127.1, 90.5
and 67.6 mg/cm? was reported for 0, 2 and 5 at% boron respectively for 50 h
oxidation at 1250 °C and oxide layer thickness also reduced to 441 pm for 5 at%
boron addition from 882 pm without boron. Thomas et al. [71] studied the effect
of Si and B content in Nb-silicides and concluded that high Si and B content are
beneficial for oxidation resistance. Zhang et al. [72] studied the effect of B, Hf
and Cr, and concluded that Cr together with B improves oxidation resistance.
Su et al. [73] reported that Ge forms GeO2 and boron forms B2Os and their
presence synergistically improves oxidation resistance. The presence of these
oxides together improves the coefficient of thermal expansion and improves
scale integrity, inhibits crack formation and enhances oxidation resistance. In
Mo-Nb-5i-B alloys, (Mo, Nb)sSi3(B) with hexagonal structure and poor
oxidation resistance, and (Mo, Nbs)SiB> form in addition to (Mo, Nb)(ss) [74].
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Reduction in oxidation resistance of these alloys as compared to Mo-5i-B alloys

was observed due to presence of Nb that forms porous Nb2Os [74].

2.2 Ultra-High Temperature Ceramics

2.2.1 Synthesis and physical properties of Ultra-high Temperature

Ceramics

UHTCs are borides, carbides or nitrides of early transition metals such as Zr,
Hf, Ti, Nb and Ta [75] and are also defined as materials which can be used
beyond 1650 °C for long durations [76]. Strong covalent bonds are formed
between these metals and ceramics imparting a combination of metals and
ceramic-like properties. Due to strong bonding, UHTCs exhibit high hardness,
strength, chemical stability, high thermal and electrical conductivities that
make them capable of surviving in extreme environments for extended
durations. For hypersonic vehicles, high thermal conductivities are required so
that the heat generated at the edges can be transferred to the atmosphere.
Typical examples of UHTCs are ZrB», HfB,, TaC, HfC, TaN, HfN, ZrB>-SiC and
HfB>-SiC composites. The unique combination of properties such as better
thermal conductivity, high temperature strength and oxidation resistance make
them suitable for use at leading edges and nose tips of hypersonic vehicles and
propulsion systems [77]. Carbides based UHTCs can be utilized for
components such as nozzles and thrusters which require high resistance to

thermal and mechanical shocks [78].

Zirconium and Hafnium diborides (ZrB. and HfB.) have been studied
extensively and identified as prominent candidates for use in ultra-high
temperatures due to their favorable mechanical and thermal properties. These
diborides have extremely high melting points (>3000 °C), exceptionally high
thermal conductivities (ZrB»- 60 [9], HfB2- 104 [10] W/m.K) and relatively low
densities (ZrBz- 6.12 g/cm3, 11.212 g/cm3) as compared to other refractory
metals [79]. As ZrB: has covalent bonding and high melting point, the diffusion

rates at grain boundaries are extremely low during sintering and therefore, it
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is extremely difficult to densify it completely [79-81]. Sintering of diborides
using conventional sintering routes (e.g. pressureless sintering) require very
high temperatures (>2000 °C) to achieve theoretical density >95% [81]. At low
sintering temperatures, low theoretical densities are achieved, and with
increase in temperature, increased theoretical densities are achieved. However,
high temperature sintering results in grain growth and deteriorates mechanical
properties [82]. The average grain size for monolithic materials is related to
sintering time according to the relation G = Go + Kt", where, G is the average
grain size, Go is the initial grain size, n is grain growth coefficient and t is
sintering time [83]. The theoretical density of ZrB> ceramics sintered with
pressureless sintering for 3 h was reported ~75% (grain size ~9 pm) at 2150 °C
and ~98% (grain size ~30 pm) for 9 h [84-86]. The prolonged exposure resulted
in grain growth and reduction in mechanical properties as shown for ZrB; in
Table 2.2. The application of external pressure simultaneously with high

sintering temperatures such as in hot pressing increases densification [81].

Table 2.2. Mechanical properties of hot pressed ZrB, with different sintering conditions [81]

Material | Conditions | Sintered | Grain | Hardness | Fracture Flexural
density | size (GPa) toughness | strength
(%) (um) (MPa.m") (MPa)
ZrB> 2100 °C, 60 |97 25 13.7 3.1 392
min, 32 MPa
ZrB> 2150 °C, 301 96.7 27.7 13 3.2 398
min, 32 MPa
ZrB> 2150 °C, 60| 97.3 334 14.1 3.0 394
min, 32 MPa
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ZrB> 2100 °C, 120 | 97.8 52.1 14.4 2.7 337
min, 32 MPa

ZrBa 2200 °C, 60 | 97 355 13.6 2.9 345
min, 32 MPa

Spark plasma sintering (SPS) is an advanced technique where in pulsed direct
electric current is applied to the graphite dies containing powder along with
uniaxial pressure [81,87,88]. This results in increased densification in lesser
holding times at required sintering temperatures. As SPS involves use of
current and pressure, it is possible to achieve heating rates of up to ~1000
°C/min in short durations resulting in highly dense samples [87,88]. The
sintering density depends on various factors including sintering time,
temperature and particle size of raw powders. For ZrB», small particles size of
< 25 nm achieved a theoretical density of ~98% below 1700 °C within 16 min or
lesser whereas, particle size of 70 nm resulted in maximum densification of
~95% at 1850 °C in 30 min [89]. Flash sintering (FS) is another efficient technique
which uses Joule heating and samples can be sintered even faster than SPS. In
this process, the current is passed directly through the sample when AC or DC
voltage is applied resulting in sample densification within few seconds [90-92].
Although the sintering time in FS is very little, a large timespan is required for
preheating. Additionally, it needs costly electrodes and can densify only small
samples of less than 100 mm? [81]. There are other sintering techniques such as
flash spark plasma sintering (FSPS), microwave sintering and laser sintering

which can also be used [81].
2.2.2 Oxidation mechanism of ZrB,-SiC ceramics

Exposure of UHTCs to high temperatures in the air results in the formation of

two-phase oxide scales over their surface. A dense and adherent scale of metal

oxide (MOz) such as ZrO; on ZrB; and HfO: on HfB> forms[93]. In addition to

that liquid boria (B20s) also forms according to the reaction in Equation 2.9

[79,94]. The phases are distributed in scale depending on the temperature. The
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zirconia scale is porous in nature and remains present at all temperatures. At
lower temperatures of less than 1100 °C, a continuous layer of glassy B.Os stays
at the top of ZrO: + B20Os scale and also fills the pores in zirconia present
underneath as shown in Figure 2.8 [94]. This prevents oxygen diffusion
towards the substrate and passive oxidation of diboride resulting in parabolic
kinetics. The oxygen diffusion through B>Os controls the oxidation rate [95-98].
The activation energy for oxygen diffusion in B2O; lies in the range of 80-120

kJ/mole [95,99].

5
ZrB, (cr) + 502 (g) » Zr0, (cr) + B,05 (D)

Equation 2.9

The B2Os layer protects the underneath oxides and substrate well from further
oxidation only up to ~1100 °C. Oxidation kinetics changes to para-linear
showing increased oxidation between ~1100 and ~1400 °C because in this
temperature regime, overall mass change is the result of formation of large
amount of ZrO; resulting in mass gain as well as due to evaporation of B20O3
resulting in mass loss [97,100]. The increased formation rate and mass loss due
to volatilization of B2Os is responsible for the change in kinetics. At 1500 °C, the
equilibrium partial pressure for evaporation of B-Os was reported to be 1.8 x
1011 Pa and its evaporation rate increases [101]. Evaporation loss of B2Os is
more as compared to its formation and its complete volatilization occurs as the
temperature approaches 1800 °C that leaves a porous zirconia skeleton. Linear
oxidation kinetics is observed since the amount of formation of ZrO; is more
than the mass of ZrB, consumed [102,103] and the faster mass loss of BoOs due
to its evaporation. Thermodynamic models and volatility diagrams support
this theory of B2Os volatilization and change in kinetics [94] as discussed in

section 2.3.2.
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Temp < ~1000 °C Temp ~(1000 — 1800 °C) Temp > ~1800 °C

A glassy B,0O; film above B,0, starts to evaporate with  B,O, film evaporates
ZrO, + B,0O4 scale partially filled ZrO, pores

Figure 2.8 Oxide scale composition for oxidation of ZrB; at different temperatures.

To improve oxidation resistance above 1100 °C, silicon carbide is added to
diborides to facilitate the formation of protective SiOz scale at the top. SiC reacts
with oxygen to form a glassy SiO: film at the top of ZrO: (or HfO) scale which
remains protective up to 1500 °C (Equation 2.10 [101]) as it has low oxygen
diffusivities at moderate temperatures [75,77,104]. SiOz has lower volatility at
higher temperatures which leads to more stability of silica rich scale than B2Os.
The formation of SiOz layer also prevents evaporation of gaseous B2Os present
in pores. But at temperatures above 1600 °C active oxidation of SiC occurs after
reacting with SiOz to form SiO (Equation 2.11) [75,77,104]. Many researchers
[103,105-108] have noticed a SiC depleted zone beneath silica rich scale. The
cross-section microstructures and EDS maps of 70ZrB>-30SiC UHTC oxidized
at 1600 °C for 5 h is presented in Figure 2.9 from the work by Ouyang et al.
[108]. A thickness of 50 + 5 pm was reported for top SiO: scale and 160 pm for
total oxide layer [108]. The formation of SiC depleted zone can be justified using
volatility diagram for SiC as explained in the later section 2.3.2

[101].
SiC (cr) + 302 (g9) = Si0, (D) + CO (9)
Equation 2.10

SiC (cr) + 2Si0, (1) —» 3Si0 (g) + CO (g9)

Equation 2.11
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Figure 2.10 Convection cells formation on ZrB»-SiC UHTC [109]

Fahrenholtz [101] explained that when ZrB»-SiC is heated to higher
temperatures, a sequence of reactions occurs with change in temperature.
Around 1200 °C, ZrBz starts oxidizing resulting in formation of ZrOz and B20Os
(1) layer where SiC particles remain present in unoxidized condition. As the
temperature increases and approaches 1500 °C, protective B2Os scale starts
evaporating due to its higher vapor pressure leading to ZrO; exposure which
is a non-protective oxide. Significant oxidation of SiC particles occurs which
form protective SiOp-rich scale with some B2Os; as it does not evaporate
completely. The continuous scale formation at this temperature shows
parabolic mass gain kinetics. The scale at this stage is double layered consisting
ZrO,+5i0; layer with SiOz-rich (1) layer at the top. It was suggested that the

parabolic mass gain occurs due to oxygen diffusion through the oxide layer
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that reacts with the underlying substrate to form more SiO2. When oxide layer
grows, there are two possibilities, first, oxygen diffuses through the oxide layer
and reacts with the substrate and second, ZrO: or SiO; reacts with underlying
SiC. In the second case, a non-protective scale with linear mass gain or mass
loss kinetics forms and at 1500 °C, these kinds of reactions have positive Gibb’s
free energies making them unfavorable. However, the local oxide structure
does not allow the oxidation products to move out rapidly, therefore, the
forward reaction as per the Equation 2.11 may take place resulting in non-

protective oxide behaviour.

The presence of B2Os helps in reducing viscosity of SiOz scale that allows it to
flow to the pores of ZrO: scale [25]. This fills the pores and reduces oxygen
diffusion through them resulting in increased oxidation resistance. However,
as mentioned earlier, B2Os evaporates after 1100 °C [94,102]. Some researchers
[110,111] have reported the presence of retained B.Os in oxide scale at 1500 °C
and its concentration decreases rapidly with increase in exposure time. Its
vapor pressure increases from 200 Pa at 1500 °C to 1000 Pa at 1600 °C resulting
in faster volatilization. This rapid increase in volatilization rate reduces the
effectiveness of the borosilicate scale. Karlsdottir and Halloran [112] noticed
complete absence of boron in oxide scale of ZrB,-SiC samples oxidized above
1600 °C. At 1550 °C, authors [109,113] reported the formation of convection
patterns on the scale surface with very small amount of B2Os. It was proposed
that when oxygen diffuses through oxide scale and oxidation occurs at
substrate-scale interface, borosilicate oxide liquid forms. This mixture also
dissolves some ZrOz in it. Formation of this fresh oxide leads to a large change
in oxide volume at the interface which results in upward flow of this liquid. As
this fresh liquid reaches the surface it starts to move in lateral direction due to
huge difference in viscosity of SiO2 which was already present and the fresh
B2O3 + SiO2 mixture. The viscosity of SiO; at this temperature was reported to
be around 100 GPa.s whereas that of B2Os is only 40 Pa.s [109,114]. Viscosity of
fresh liquid depends on the mole fraction of B>O; which is around 1000 Pa.s

[109,114]. This fresh oxide displaces more viscous SiO2 which is known as
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viscous fingering. At the surface, the vapor pressure of B2Os (233 Pa) is
comparatively high that SiO; (3x10- Pa) resulting in its easy volatilization. This
leads to the formation of petal-like structures rich in B2O3 surrounded by SiO»
lagoons as shown in Figure 2.10. Fresh liquid oxide contains solid zirconia
particles which are carried away by the moving liquid and are decorated
around the convection cells [115]. Here, evaporation of B2O3 and change in scale
viscosity is clearly visible, therefore, it becomes important to understand the
oxidation mechanism and to explore the effect of other additives on scale

chemistry and overall oxidation behaviour.
2.2.3 Effect of additives on oxidation resistance

The addition of additives to UHTCs affects their microstructure and the oxide
scale properties. For example, AIN addition improves densification and
controls grain growth in ZrB,-SiC composites [116,117]. Ouyang et al. [118]
studied its effect on isothermal oxidation properties of ZrB>-30SiC (vol%)
UHTCs with 5, 10 and 15 vol% AIN in the temperature range of 1400-1600 °C.
During oxidation, AlO3 was formed in the SiO»-rich oxide scale and reduced
scale viscosity. It was reported addition in optimum amount which was 10
vol%, enhanced oxidation resistance while increasing AIN to 15 vol%
decreased oxidation resistance. Excessive amount of ZrO, was observed in
outer SiO»-rich oxide scale which moved there due to lower scale viscosity
which aided in easy ZrO; mobility [108,118]. The flow and spread of scale with
lower viscosity is high, but, at the same time oxygen diffusion increases

through it resulting in poor oxidation properties.

Researchers have studied Ta addition in different forms such as TaC [119],
TasSis [120], TaB> [121] and TaSi> [120-122]. Improvement in oxidation
properties at 1100-1400 °C was observed on adding TasSis with the oxide layer
thickness of 115 pm for 15 vol% addition and 300 pm for pure ZrB, in 2 h [120].
Improved oxidation resistance was attributed to the immiscibility produced in
borosilica glass due to the presence of Ta-O units. This results in increased scale

viscosity and reduced oxygen diffusion through the scale. Above 1300 °C, a
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discontinuous SiOs-rich scale appeared on ZrB>-TasSi; samples resulting in
poor oxidation properties as compared to ZrB»>-SiC samples [120]. The
discontinuous scale could be due to increased viscosity leading to reduced scale
spread and poor surface coverage. Similar results were reported for TaSiz
addition [120]. Opila et al. [122] observed improved oxidation resistance with
addition of 20 vol% TaSiz to ZrB,-SiC at 1627 °C and degradation at 1927 °C. On
the other hand, it was found that TaC addition is not effective for improving
oxidation properties [122]. Poor oxidation at 1927 °C was due to formation of
liquid phase resulting from melting of Ta2Os or Ta205.6ZrO,. Wang et al. [119]
reported reduced oxidation resistance with 10 vol % TaC addition and
improvement with 30 vol% TaC addition to ZrB,-20SiC (vol%) composite.
ZrSiO4 peaks were found in samples with 30 vol% TaC and it was suggested
that ZrSiOs improves thermal stability of silica-rich scale providing good
oxidation resistance [119]. Zhang et al. [123] reported improved oxidation
resistance of ZrB, on adding WC at 1500 °C and 1600 °C. Sengupta and Manna
[124] recently studied the effect of WC and TiC and reported improvement in
oxidation resistance of ZrB,-SiC composites due to formation of dense ZrO>

layer and increased viscosity of outermost SiO»-rich scale.

2.3 Computational modeling of oxidation

2.3.1 Modeling diffusion in the oxide scale

There are many materials modelling approaches that are based on quantum
mechanical methods such as density functional theory (DFT) and approaches
based on semi-empirical analytical interatomic potentials. Figure 2.11 [125]
shows the key simulation approaches with length and time scales. DFT
calculations are based on electronic structure methods that provide force and
energy calculations with high accuracy [126,127]. These can be employed for a
wide range of materials including single and multicomponent systems. Inspite
of their high accuracy, these cannot be used for large systems with more than a
few hundred atoms as they demand high computational power [126]. Instead

of DFT, the use of classical molecular dynamics can accelerate the development
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of materials as it can capture interatomic interactions in a simpler manner and
can easily be used for larger length and time scales. However, it may also
require high computational power depending on the system size and the type

of potential that is being used.
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Figure 2.11. Length and time scales of various simulations approaches [125]

Diffusion is an important parameter to understand the microstructural changes
that materials encounter during processing and in operating conditions.
Diffusion can be studied using both experimental and computational
techniques. Some common processes which are related to diffusion include
nucleation and growth of phases, recrystallization, thermal creep, thermal
oxidation etc. [128]. Mo-Si-B systems and ZrB> with SiC addition form a
protective SiOp-rich scale through which diffusion of species can occur.
Diffusion can be modelled using computational techniques such as Molecular
Dynamics to cut down the number of experiments. As discussed in earlier
sections, UHTCs undergo oxidation and form different oxidation products
depending on environmental and temperature conditions. Diffusion of one or
more species occurs in such conditions. The diffusion coefficient is a key
parameter that influences material behaviour in diffusion-related processes. It
has a significant effect on microstructural changes in metals and its proper
analysis promotes improvement in material properties and their development.
However, it is not available for all metal systems and in different temperature

conditions. There are several experimental methods used to determine the
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diffusion coefficient values for self-diffusion and impurity diffusion in metals.
In many metastable metallic systems, it is difficult to obtain the value of
diffusivity experimentally because it is difficult to synthesize metastable alloys.
In addition, the experimental methods to find out diffusivity involve high cost
[129]. Another method to calculate diffusion coefficients is use of first-
principles calculations, but these calculations are time consuming and are often

difficult to converge.

Predictive materials modelling using atomistic simulations is revolutionizing
diverse fields of materials including tribology, nano-particles self-assembly,
catalysis and sensing. Atomistic simulations use interatomic potentials such as
pair potentials, Embedded-atom model (EAM) potentials, bond-order
potentials and reactive force potentials [126]. Table 2.3 shows the various forms

of interatomic potential.

Table 2.3. Mathematical forms of different interatomic potentials [130]

Interatomic Potential Mathematical Form
Lennard-Jones B A
J o) =—F7—=
T T

r- interatomic separation; A, B- constants that depend on

interacting species

Born-Mayer _ C
O(r) = Ae ™" — 3
A, C, a are constants that depend on interacting species
EAM LA
U= Z Fi Z fiy(r) | +35 Z Bi;(ris)
i i i=1j=1

f- function of interatomic distance; @- pair potential
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Bond-order 1 Zi
Fi=3 ) [aVe() + bYa()]
=

g- parameter that depends on local electron density; b- bond
order; VrRand Va are repulsive and attractive terms

respectively; Z- no. of nearest neighbors

Reactive force (COMB L Z;
and ReaxFF) E= Ez Z [Vi (rij' qir qj) + bV, (rij' qir Qj)]
i j=1

g- charge on each atom; beff- sum of bond-order terms

Interatomic potentials are mathematical formulations that deal with two-body,
three-body and many body interaction energy terms or use bond-order
concepts. Lennard-Jones (LJ) potential [131] is a pair potential consisting of
long-range interaction term as -A/r° that captures attraction and a short-range
repulsive term of the form B/r12. This potential lacks accuracy as it depends
only on two terms [130]. Born-Mayer potential has an exponential repulsive
term which makes it more accurate than L] potential. The attractive term which
shows long-range interaction is the van der Waals term. This potential is
generally used for ionic systems as it involves electrostatic interactions between
ions [130]. Stillinger-Weber [132] (SW) potential for covalent bonded systems
and Vashishta [133] potentials use two-body or three body interaction terms.
Finnis-Sinclair [134] (FW), embedded-atom method [135] (EAM), and modified
embedded-atom method [136] (MEAM) potentials for metallic systems are
based on many body interactions treated as a function of atomic density.
Interatomic potentials such as Abell [137], Tersoff [138,139] and reactive
empirical bond order potential [140] (REBO) are based on the concept of bond-
order. The bond order potential was developed for covalently bonded systems
under the assumption that the system’s total binding energy may be
represented as a sum over its individual bonds [141]. Although these potentials
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are widely used, they have some limitations. They do not allow charge transfer
and emphasize on equilibrium configurations too much that may lead to errors
in predicting energies for non-equilibrium systems [126]. Recently developed
ReaxFF potentials and charged optimized many body potentials (COMB) have
gained popularity. These potentials integrate the concepts of bond-order with

charge equalization schemes.

For a few decades, MD simulations have been used to study diffusion in
materials. A few examples include studying the effect of grain boundaries for
self-diffusion of metal [142], oxygen self-diffusion in metal oxides [143] which
are used as electrolytes in fuel cells, hydrogen diffusion in metals [144] etc. The
tirst MD simulation study for silica was carried out by Woodcock et al. [145] in
1976 where they used a two-body potential model that involved Coulombic
and Born-Mayer short-range interaction terms. After that several authors [146-
150] used various two-body potential models for MD simulations of silica glass
and some [145,148,149] observed discrepancy in O-5i-O bond angle results
when compared with the experimental data. It was suggested that lower degree
of short-range order may result in inaccurate results [151]. In the late 80s, three-
body interaction terms were introduced by Feuston et al. [152] and Vessal et al.
[153] to get better bond angle distribution of O-5i-O bonds. Tsuneyuki et al.
[154] developed interatomic potential for SiO> which employed two-body
interaction terms fitted to ab initio calculations on SiO- clusters. This model
also considered many-body interactions. Using this potential, Della Valle et al.
[151] calculated heat capacity, glass transition temperature and self-diffusion
coefficients for liquid silica and silica glass. They found heat capacity and glass
transition temperature values in agreement with the experimental values. But
there was a discrepancy in self-diffusion coefficients of Si and O atoms. It was
suggested that viscosity and diffusivity should have the same temperature
dependence, and the viscosity is very sensitive to volume changes. The
simulations were carried out at constant volume and their results were
compared to the experimental results which were carried out at constant

pressure. This comparison may result in discrepancy in simulation or
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experimental values. Another reason could be improper capturing of
interatomic interactions by the selected potential model [151]. It is important to
select the suitable potential for an effective study of materials using molecular

dynamics.

Guillot and Sator [155] used MD to evaluate diffusivities in various silica
glasses in the temperature range of 1473-2273 K. They developed Buckingham
potential to calculate self-diffusion coefficients of species present in silica

glasses using Einsteins equation [156] given by the following relation.

N 2
I H{E® =7(0))
Dg = lim

t—oo N

Where N is no. of ions of any specie and r; is the position of ith ion which on
averaging over time gives the mean square displacement. They found similar
trends as experimental values with one to few orders of magnitude difference
in the values depending on the composition and temperature. In some works
self-diffusion of ions was modelled in oxides such as CrOs and Al:Os3 using
Molecular Dynamics [157,158]. Cao et al [157] investigated the diffusion
pathways for vacancy and interstitial mediated ion diffusion using
Buckingham potential and found their results in agreement with experiments.
Roy et al. [158] modelled tracer diffusion through Al>O3 and Cr20s oxides to
study the effect of impurity additions to these oxides. This model helped in
estimation of diffusion kinetics of individual species which indicated their
influence on oxide growth. Such models can provide useful insights on scale
growth kinetics and can help with better alloy design. Similar approaches can
be used for modelling diffusion in oxides that are formed during oxidation of

borosilica forming materials.
2.3.2 Thermodynamics and volatility diagrams

The thermodynamic driving force for any reaction to occur which is Gibb’s free
energy change can be plotted as a function of temperature. These graphical

representations known as Ellingham diagrams can provide relative
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thermodynamic stabilities of the elements/compounds [159]. These plots are
commonly used for determining stability in oxidation and sulfidation reactions
in metals. As this work involves the formation of multiple oxides at high
temperatures, Ellingham diagrams can be beneficial in determining their

stability at different temperatures.

Volatility diagrams are graphical representations showing volatility of gaseous
species plotted in terms of vapor pressure as a function of p,,. Opeka et al. [77]
studied stability of oxides such as SiO2, ZrOz and B2O; that are formed on
UHTCs using volatility diagrams. Later on, volatility diagram of ZrB> [102] and
ZrB,-SiC [101] systems were developed and used to study stability of different
phases. During oxidation of ZrB,-SiC, Zr-rich oxide layer, a passive Si-rich
oxide layer and a SiC depleted zone underneath is formed due to its active
oxidation. Fahrenholtz [101] developed a thermodynamic model to explain the
stability of these layers using volatility diagrams at 1500 °C. Pure ZrB> forms
71Oz and B20Os while ZrB,-SiC forms ZrOz, B2Os and SiOz. Volatility diagram of
pure ZrB; as shown in Figure 2.12 a shows stability of different oxides at 727°C
(1000 K), 1527 °C (1800 K) and 2227 °C (2500 K). The construction of the volatility
diagrams was based on the calculations of equilibrium partial pressure of
oxygen for possible oxidation reactions [102]. The vapor pressure for
predominant species (BO2) at 727 °C (1000 K) was predicted to be 10-¢ Pa
consistent with the experimental results showing B2Os (1) layer on the surface
for ZrB; to ZrO; and B2Os (1) transformation. On increasing temperature to 1527
°C (1800 K), B2Os was the predominant species with increased vapor pressure
of 344 Pa resulting in its volatilization and active oxidation. Volatility diagram
in Figure 2.12 b shows formation of ZrO; and liquid B2Os when in air at 1500
°C, with a partial pressure for B-O;3 (g) evaporation as 209 Pa. Here, B2Os (g) is
the predominant vapor species that leaves ZrOz (cr). This shows consistency
with the experimental data of ZrB> oxidation at 1500 °C that indicates rapid
linear oxidation kinetics [95-97,99,160]. The absence of protective B.Os layer
leads to easy diffusion of oxygen and faster oxidation. Figure 2.14 shows the

weight change in ZrB; and ZrB»-SiC UHTCs.
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Figure 2.12 Volatility diagram of ZrB, at (a) 1000, 1800 and 2500 K [102] (b) 1773K (1500 °C)
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Figure 2.13 Volatility diagram of (a) SiC and (b) ZrB»-SiC system at 1500 °C

Volatilitity diagram of SiC as shown in Figure 2.13a indicates the formation of

SiOz (1) at 1500 °C in air. The predicted equilibrium partial pressure of oxygen

for a-SiC oxidation to SiOz is 1012 Pa. The partial pressure of predominant gas

species SiOz (g) is ~10-4 Pa and that of SiO (g) is even lower which is ~10- Pa.

These values are lower than the partial pressure for SiC to SiO2 (1) conversion

which is 1611 Pa. It is indication of stable and protective scale formation of SiO>

(I) [101]. Experimental results on SiC oxidation have shown formation of

passive SiOz oxide formation at 1500 °C [161,162]. Unlike ZrB,, where active

oxidation occurs because of volatilization of BxOs; layer, the transition
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mechanism of protective SiOz layer to active oxidation is different. Above 1600
°C, SiOz (1) reacts with underlying SiC forming SiO (g) and CO (g) according to

the following reaction:
SiC (cr) + 2 Si0,(l) = 3Si0 (g) +CO (g)
Equation 2.12

Fahrenholtz [101] combined the volatility diagrams of SiC and ZrB, and
concluded that SiC oxidizes to SiO: at lower oxygen partial pressures (10-12 Pa)
than ZrBy (10-11 Pa) to ZrO»-B>Os mixture as shown in Figure 2.13 b. According
to the diagram, ZrB»>-SiC on oxidation at 1500 °C in air would form ZrO», B,O3
and SiO». It was claimed that the resulting stable oxide on ZrB,-SiC consists of
ZrO; (cr) and SiOz (1) as the B2Os (1) should evaporate due to its higher vapor
presssure than SiOz (1) and parabolic kinetics is expected in case of stable oxide
scale and the analysis was found to be consistent with the experimental studies
conducted on oxidation of ZrB»-SiC ceramics [75,100,103,106,107,163-165].
Parabolic kinetics is observed when oxidation occurs due to diffusion of oxygen
through oxide scale. If stable SiO2 oxide forms then oxidation will occur
through diffusion resulting in parabolic kinetics. The formation of SiC depleted
zone was attributed to the high vapor pressure of SiO (g). The calculated p, in
this zone was reported to be in between 4.1 x 1014 to 1.8 x 1011 Pa. Due to its
high vapor pressure and p,, gradeint , SiO is transported outwards and the

outer scale grows.
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Figure 2.14.. Oxidation of (a) ZrB, and ZrB,-SiC ceramics at 1500 °C (b) ZrB. at different
temperatures [81,166,167]. At 1400 °C, linear oxidation kinetics was observed [97].

2.3.3 Analytical models for Mo-Si-B and diboride systems

The Mo-Si-B and diboride systems containing SiC form borosilica scale on the
surface during their oxidation. To study the effect of substrate composition and
microstructure on the oxidation behaviour in transient and steady-state stages
of Mo-Si-B alloys, experimental and analytical approaches were used in
previous studies [6,16,17]. Rioult et al. [17] modelled oxidation kinetics for Mo-
Si-B alloys and calculated mass change with time as shown in Figure 2.15. As
these alloys have multiple phases (Mo, A15 and T2), the individual phases were
assumed as cylinders. The size of these phases was calculated based on their
phase distributions found from the experimental analysis. To model oxidation,
these cylinders were assumed to be distributed randomly such that their
amount in the original microstructure can be replicated. The oxidation rates of
individual phases were obtained from their oxidation in air. These rates were
then used to estimate the mass change in the assumed microstructure at 1100

°C [17].
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Figure 2.15. Mass change in Mo-14.25i-9.6B alloy. The solid line shows the curve predicted from
the model; round dots show the experimental curves. The contribution of individual phase is
shown as marked [17].

Parthasarathy et al. [94,168] developed a mathematical models to predict
oxidation kinetics for diboride UHTCs. In one of their models a diboride
substrate consisting of UHTC as substrate with a multi-layer oxide was
considered [94]. The oxide layer consisted of crystalline ZrO, with columnar
grains filled with liquid B2Os and liquid B20Os film at the top. An equation for
parabolic growth of oxide scale for this system was derived. Oxidation
reactions at different interfaces were utilized to obtain the diffusion flux of
oxygen and B2Os flux evaporating to the surroundings. The formation and
presence of oxide scales depends on the operating temperature. For this work,
the authors focused on intermediate temperature range between 1000-1800 °C
with oxide on ZrB; substrate as crystalline ZrO filled with B2Os up to a certain
thickness. The presence of B.Os3 gas and its evaporation was assumed in rest of
the thickness of ZrO.. The interfaces for oxidation reaction and species
diffusion were considered as (i) ZrB.-ZrO: interface (ii) B20s(l) -B20s(g)
interface and (iii) oxide-atmosphere interface. Authors [94] first considered the
oxidation reactions occurring at these interfaces, then calculated diffusion
fluxes using thermodynamic database across the interfaces. The equation

obtained for oxide thickness is:
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Equation 2.13

Here, L is oxide scale thickness, M is molar volume, p is density, D is diffusivity,
fis scale fraction which is porous and / is thickness to which B,Os is filled. The
effective diffusivity for oxygen diffusion was calculated using using Knudsen
diffusivity and the gas diffusivity. The Kundsen diffusivity is the diffusion
though the narrow pores between the ZrO, columns and is taken into account
when the system scale size is smaller than the mean free path of the particles.
The Knudsen effect was determined by the pore radius and was assumed to be
0.5 um. Later, Parthasarthy et al. [168] developed a model for SiC contanind
diborides for temperature range of 1200-2000°C to predict weight gain and
oxide scale thickness. This model was more complex where SiC was present as
an additional component in the ZrB; or HfB:> substrate. The oxide layer was
composed of columns of ZrO; (or HfO: for HfB> substrate) partially filled with
SiOz and B2Os3 mixture. An approach similar to their previous model [94] was
used with an additional modelling of SiC depletion. It was mentioned that the
predicted results for weight gain, oxide scale thickness, scale ressession, and
SiC layer depletion thickness agreed with the experimental results carried out
using furnace. The weight gain and oxide scale thickness predicted from the
model were compared with experimental results as shown in Figure 2.16 [168].
However, there was a disagreement with the experimental values obtained
using arc-jet testing [168]. One possible reason for this could be that their model
did not consider the effect of high velocity, high enthalpy and erosion that is

encountered during arc-jet testing and in actual operating conditions.
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Figure 2.16. (a) Weight gain (b) scale thickness in ZrB,-20 vol% SiC. The solid lines represent
values predicted by Parthasarathy’s model [168] compared by experimental results from
different works [169,170].

2.4 Problem definition and approach

2.4.1 Key research gaps and problem formulation

Mo-Si-B alloys and UHTCs are potential candidates for high-temperature
applications because of protective silica scale formation during their oxidation.
The oxidation resistance of silica scale is affected by many factors such as
elemental additions and operating temperature. To understand this protective
effect, we need to know how the scale behaves at different temperatures as well
as the effect of material composition on the formation of the scale. Since
oxidation kinetics is strongly related to diffusion through the scale, it is
important to measure or calculate the diffusivity values. But this is challenging,
because the experimental measurement of accurate diffusivity values is
difficult, and the use of different experimental techniques results in huge
variation in the values. This becomes even more crucial for complex systems.
The diffusivity and viscosity data to understand the oxidation in silica glasses

at temperatures above 1200 °C is not available in the existing literature.

Elemental addition to the oxide scale significantly affects the scale properties
and oxidation resistance of the system. In earlier works [16,55], W addition to
Mo-Si and Mo-Si-B systems destabilized the detrimental A15 phase, therefore

it becomes important to explore its effect om various compositions. Since, W is
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a refractory metal, the effect of addition of other refractory metals such as Ta
(melting temperature ~3017 °C) to the system should also be studied. It was
reported Ta which forms TaOs during oxidation improved oxidation
behaviour of Si based hard coatings [171]. Al addition is known to reduce SiO:
scale viscosity which is important parameter that affects the protective nature
of oxide scale [172]. It also reduces MoOs pesting during oxidation [173].
Additionally, most of the research on Mo-Si-B alloys was done using
experimental techniques and a small amount of work was done to predict
oxidation kinetics computationally. The available mathematical model for
predicting oxidation kinetics for these alloys does not consider the effect of

microstructural changes and oxide evolution with time.

ZrB has a melting point of ~3100 °C and it shows good oxidation resistance at
elevated temperatures [81]. ZrB-20 vol% SiC ceramic has thermal conductivity
(Wm1K-1) of 89.53 at room temperature and 74.79 at 1000 °C and coefficient of
thermal expansion of 6.74 x 10-¢/°C at 200-1000 °C [174]. In ZrB, based UHTCs
containing SiC, which also form protective silica rich scale (or borosilica scale),
the effect of Ta addition to in the form of TaSi» and TasSi; on oxidation
properties was investigated earlier [120]. It improved the oxidation properties
below 1400 °C. AIN addition to ZrB>-SiC in limited quantities improved the
oxidation resistance [108,118] of UHTCs at 1600 °C. The effect of these third
particles when added all together, on oxidation behaviour of ZrB>-SiC system
has not been investigated. Another oxide CeO2 which is known to change the
structural properties of SiO, may change the oxidation behaviour of the system.

Its effect has also not been explored yet.

The key problem for this work is to explore the effect of scale chemistry on
oxidation behaviour and tune the composition of oxide scales by changing the

base material composition.
2.4.2 Conceptual approach and structure of thesis

Firstly, to address the key literature gaps discussed above, we have used

different approaches. To understand diffusion through this scale, we have used
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MD and calculated diffusivities for silica glasses in the temperature range of
1200-1700 °C. Secondly, to study the effect of elemental addition on Mo-5i-B
alloys, W, Ta and Al containing alloys were fabricated and oxidized at 1100 and
1350 °C. Additionally, a model was developed to predict oxidation kinetics
which considers the effect of microstructural changes and oxide scale evolution
with time. Finally, ZrB,-SiC UHTCs with AIN, TaC and CeO; additions with

various compositions were fabricated and oxidized at 1600 °C.
The outline of the thesis is as follows:

Chapter 1 provides introduction to high temperature materials for modern
technologies such as energy and power generation systems and hypersonic
applications along with the challenges associated with these materials. It
discusses the existing work done using experimental and computational
techniques for investigating oxidation behaviour of borosilica forming

materials that include refractory metal silicides and UHTCs.

Chapter 2 presents the computational framework for modelling diffusion in
silica scale, structural analysis of the simulation cell generated for the studies
and viscosity and self-diffusion measurements in silica at required

temperatures.

Chapter 3 presents a mathematical modelling framework to simulate the
growth of oxide scale over Mo-Si-B alloys considering the actual microstructure
of the alloy. It models and visualizes the oxide growth during a transient
oxidation stage. The model can help in tailoring the alloy chemistry and
optimize the oxidation resistance. Experimental studies to validate the model

were conducted as mentioned in the next chapter.

Chapter 4 provides experimental details on transient and long-term oxidation
behaviour of Mo silicides. Temporal evolution of oxide at different
temperatures was characterized wusing SEM analysis followed by
understanding kinetics with long term exposure to high temperatures. The

effect of temperature, refractory metal additions, Al addition and Si/ B ratio to
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these alloys was studied. To observe how protective silica scale affects the
oxidation in UHTCs, experimental studies on ZrB,-SiC ceramics were carried

out and are presented in chapter 5.

Chapter 5 presents experimental results on oxidation kinetics and oxide scale
microstructural growth in ZrB;-SiC based UHTCs. The oxide scale
microstructures were characterized using XRD, SEM and EDS analysis. The
chapter provides useful insights on the effect of third particles additions on

oxide scale structure and overall oxidation behaviour.

Chapter 6 summarizes the thesis and presents the future scope for the research

work done for this thesis.
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Chapter 3 Dynamics of silica scale

3.1 Introduction

Silica forming Ultra-High Temperature Ceramics (UHTCs) are candidate
materials for thermal protection systems for hypersonic re-entry. These
materials are subject to harsh oxidative conditions, which results in the
formation of a silica scale [108,118,168,175,176]. Similarly, a number of
refractory metal silicide systems considered as candidates for high temperature
applications also form a silica scale upon oxidation [6,16,55,177]. The silica scale
forming during the oxidation process is inherently glassy in nature.
Thermodynamically, glasses are treated as supercooled liquids and exhibit a
range of viscosity as a function of temperature and chemistry. The efficiency of
silica in covering the surface through a viscous flow mechanism and providing
a hermetic scale is strongly influenced by the oxide scale viscosity, which is
intimately connected with the diffusivity of ionic species through the scale
[118]. A key challenge, however, is to accurately determine the viscosity of the
scales as a function of other cations present within the scale. This becomes
especially critical in light of several attempts to modify Mo-Si-B alloys and the
traditional ZrB,-SiC composites through chemical modifications such as

addition of Al>Os, AIN, BN, HfBy, etc. [108,118,122,176,178].

The role of diffusivity and viscosity in the development of the oxide scale can
be understood when we consider the oxidation mechanisms of the different

components of high temperature materials. For example, Zirconium and
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Hafnium diborides (ZrB: and HfB2) have been studied extensively and
identified as prominent candidates for use in ultra-high temperatures due to
their high oxidation resistance at elevated temperatures, favourable thermal
and mechanical properties [179]. Oxidation of these materials leads to
formation of multi-layered oxide scales whose top layer is silica rich [122].
Oxygen can easily diffuse through the oxide scale resulting in further oxidation
of base material. Oxide-scale features called convection cells are formed from
liquid and solid oxide reaction products upon oxidation of the ZrB»-SiC
composites. These convection cells form in the outermost borosilicate oxide
film of the oxide scale formed on the ZrB>-SiC during oxidation at high
temperatures (=1500°C) [180-183]. It is important to study the effect of
additives on the properties of protective scale and tune the chemistry for
improved stability and oxidation resistance. Ouyang et al. [108,118] studied
oxidation of ZrB,-S5iC composites after addition of AIN since it forms Al.O3
which can stay at elevated temperatures and helps in reducing the viscosity of
silica scale. The addition of AIN results in formation of Al,O3 which is known
to reduce viscosity of silica melts allowing easy flow of zirconia through the
scale [184]. Cheng et al. [185] studied the effect of nine different transition
elements oxides on evaporation of SiO: glass. It was observed that addition of
8.5 mol % HfO; to SiO2 matrix provided least mass loss of 0.56 £ 0.19 wt.% and
reduced SiO2 evaporation at 1700 °C. SiO2 samples doped with HfO> on
oxidation resulted in formation of non-volatile phase that improves SiO»
stability. They also studied the effect of doping transition metal atom including
Hf in cristobalite SiO2 using first-principles calculations. It is reported that HfO:
is a trivalent oxide similar to SiO> and when added to SiO;, Hf atoms can
substitute Si atoms [186]. Calculation of solution energies (-10.41 eV for Hf
addition [185]) indicated high stability of Hf doped SiO». Its addition was found
to result in shorter bond length than pure Si-O bonds and enhanced bond
strength that can lead to improved high temperature stability up to 1700 °C
[185].
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Oxygen diffusivity plays an important role in studying the oxidation behaviour
of UHTCs at various temperatures. It is crucial to understand the defect
chemistry of the oxides to model various processes as it affects diffusivity and
viscosity of the scale. Structural unit of SiO: glassy scale consists of tetrahedra
where Si and O form strong bonds. If there is any missing atom or other dopant
substitutes Si, it results in defect. Oxygen ion that forms bond with other
element is known as non-bridging oxygen (NBO) that may diffuse easily [172].
This concept is discussed in section 3.3.2. Diffusion coefficient is a key
parameter that influences material behaviour in diffusion-related processes. It
is a challenging task to determine the self-diffusivities experimentally for many
metals and oxides. In fact, available experimental results for self-diffusion of
oxygen in silica glasses show a large scatter in activation energy and pre-
exponential factor values, often arising due to different impurity content for
different glasses and use of different experimental techniques for same glasses
[172]. Norton [187], Haul & Dumbgen [188] and Williams [189] studied
diffusion parameters using rate uptake method in vitreous SiOz and there was
several orders of magnitude difference in the obtained Dy values which are 2.8
x 108, 4.3 x 1010 and 2 x 10-13 respectively. In work by Mikkelson [190] and
Cawley & Boyce [191], there was five orders of magnitude difference in Do and
174 kJ/mol difference in activation energy values obtained using SIMS

technique in vitreous SiOs.

According to Stokes-Einstein [192] diffusion coefficient is related to viscosity

as:

D kT
~6mry

Where, D is diffusion coefficient, 1 is viscosity, r is radius of diffusing particle.
Any change in diffusivity is related to modification in viscosity. Elemental
addition often seen to modify the impurities, with cation substitutions (while
maintaining charge neutrality) often resulting in enhanced diffusivities. As
seen in the work done by Roy et al. [158]. Maintaining electrical neutrality,

computationally, while adding cations with a different valance necessitates the
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formation of additional ionic vacancies, which could be a contributing factor in
the observed enhanced diffusivities [158,193]. In case of SiO» scale formation
on UHTCs, viscosity (and hence, the diffusivity) is an important parameter as

any change in viscosity affects the surface coverage and oxidation resistance.

In the present work, we have used Molecular Dynamics (MD) simulations for
estimation of diffusivities which govern the kinetics of oxidation processes
[194]. Diffusivities and activation energies for self-diffusion of O% and Si** in
SiO2 were investigated. Activation energies dictate the diffusion dynamics. The
effect of adding Hf and Al to SiO; was also studied as it is expected to improve
high temperature stability and oxidation resistance of SiO: scale. The self-
diffusion of individual species was studied within the oxide scale considering
it as bulk because the oxidation which occurs at the oxide-substrate interface is

controlled by diffusion through the oxide scale.

3.2 Computational methods

3.2.1 Generating amorphous silica structure

A silica (SiO2) polycrystal with 32,328 atoms was created using Atomsk [195]
which is an open-source code for generating datafiles for atomic-scale
simulations. The crystalline SiO» structure was then converted to an
amorphous structure with melt-quench process implemented using Large-
scale Atomistic Molecular Massively Parallelized Simulator (LAMMPS) [196].
A time step of 1 fs was fixed for MD simulation. Periodic boundary conditions
in all the three directions were employed. The SiO; polycrystal was melted at
3000 K (well above the melting point of SiO2 ~ 1983 K) using NVT ensemble for
250 ps followed by NPT ensemble for 100 ps to ensure complete loss of the
initial configuration. The system was then quenched to 300 K at a cooling rate
of 1 K/ps to allow formation of glassy structure, followed by relaxation at 300
K for 100 ps using NPT ensemble. Anionic (O?) and cationic (Si**) vacancies,
together, corresponding to a vacancy concentration of 0.25% were incorporated

in the amorphous structure in such a way that the charge neutrality was
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maintained in the simulation cell. Here, the term vacancy represents missing Si
or O ion from the structural SiO; unit. This initial structure was used for the
simulation of vacancy mediated self-diffusion in SiO> glass. SiO2 glasses
containing hafnium (Hf) were created by adding Hf** ions to the amorphous
SiO2 structure. X-ray diffraction (XRD) was done using “compute xrd”
command in LAMMPS to confirm the amorphous structure of SiO: glass.
Radial distribution function (RDF) of the amorphous SiO2 was calculated using
“compute rdf’ command in LAMMPS to observe the density of pair-wise

distances for different atomic pairs.

LAMMPS
Glass
_ Alomsk melt-quench Structure
SiO, Polycrystal i
N.aloms ~3000 K, characterization
1K/ps . (XRD, RDF)
holding for
theerﬁ:)t? 50 ps NPT,
50 ps NVT
Diffusivity and msd
activation energy 1000 ps Equilibrated
calculation for Si, O, Hf structure
self-diffusion

Figure 3.1 Methodology

3.2.2 Interatomic potentials

Self-diffusion in SiO> was simulated using three different interatomic
potentials previously reported in literature. The first is a Tersoff potential
(referred to as “Tersoff” in current paper) developed by Munetoh et al. [197]
wherein the potential parametrization was done based on ab initio calculations
of small molecules and experimental data of a-quartz. It was validated by the
authors [197] for structural properties of various silica polymorphs. Moreover,
the RDF and phonon density of states of SiO> glass prepared using MD

simulations (melt-quench process) were shown to have a good match with the
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experimental values. The second is a Buckingham potential (referred to as “BP”
in current paper) developed by Guillot and Sator [155] and later modified by
Wang et al. for [57] for borosilicate glasses. This potential was shown to
satisfactorily predict the glass density, shear viscosity, short-range and
medium-range order structure for a wide range of borosilicate glasses and
liquids developed using MD simulations. Wang et al. [57] showed that the glass
density measured using MD was matching experimental values for
SiOz\ (B205+5i02) ratio up to 0.7. For higher SiO, content and for pure SiO:
there was a slight discrepancy. The experimental value for pure SiO: glass was
2.475 g/cm3 [58] and 2.375 g/cm? [57] using MD. The shear viscosity for
various SiO2/B20Os ratios at 1150 °C was calculated using MD. The values were
underestimated but the trend was like experimental values [58] with difference

around 1 order [57].

Table 3.1 Buckingham potential (BP) parameters used [57]

Bond Ajj (eV) P; (A) Cj (eV.A9)
0-0 208071.224 0.265 1962.27772
Si-O 1160089.75 0.161 1067.65535
Si-Si 0.0 1.0 0.0
Al-O 658113.08 0.172 797.38

Partial distribution function (PDF) plots from MD simulations were compared
with the experimental results for a type of silicate glass [57]. The pattern
matched with the experimental results, and it showed the Rx factor value
equals to 6.1 %. In general, a value up to 10 %, is considered good [198]. The
current work focuses on amorphous silica and thus the relevant parameters of
the BP potential used here have been listed in Table 3.1. A cut-off distance of 11
A was used for both short-range and long-range interactions. The third is a
charge-optimized many-body (COMB) potential (referred to as “COMB” in
current paper) developed by Shan et al [199,200] for SiO,/Hf/H{O; systems. It
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is based on the extended Tersoff potential for semiconductors and COMB
potential for SiO». Shan et al. [199] validated the potential by comparing the
structural properties, mechanical properties, defect energies and phase stability
obtained from MD simulations with first principles calculations and

experimental results.
3.2.3 Self-diffusion studies in SiO: glasses

The initial structure was first equilibrated using NPT ensemble followed by
NVT ensemble for 50 ps at each. The mean squared displacement (MSD) was
calculated after 1000 ps runs. The time step for diffusion simulations was fixed
as 0.001 ps. Diffusion coefficient (D) can be related to MSD with Einstein’s

Smoluchowski relation as:

- 12”:<R2(t)>
B tl—gloN. - 6t
i=

Equation 3.1

Where, R is mean squared displacement and can be written as:
(R2(0)) = (IR () =7 (0)|?)
Equation 3.2

Diffusion coefficient was calculated at each temperature in the range of 1200-
1700 °C using the plot of MSD versus time. Slope of the curve provides the value
of diffusion coefficient. Diffusion coefficient as function of temperature was
plotted to calculate the values of activation energy and pre-exponential factor

(Do) using the Arrhenius relation which is written as:

Eq
D = Dyexp (— ﬁ)

Equation 3.3

Where, E. is the activation energy, R is universal gas constant and T is
temperature. The diffusivity at each temperature was computed from the MD

run.
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3.3 Results and discussion

3.3.1 Structural analysis of SiO; glasses

The initial configuration of SiO: glass formed using melt-quench process has
been visualized in Figure 3.2 a. The structure of SiO2 glass was characterized
using simulated XRD in LAMMPS, as shown in Figure 3.2 b, to confirm the
amorphous nature. The broadening of peaks into a wide band spanning 206=18-

40° indicates the formation of amorphous SiO; structure.
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Figure 3.2 Structure of SiO, glass generated using Tersoff potential. (a) MD simulation cell
showing initial configuration of SiO; glass structure at 300K. (b) XRD of the SiO» glass structure
at 300K.

Three different glass structures were created using the three potentials (Tersoff,
BP and COMB) detailed in section 3.2.2. The RDF of these glass structures at
300 K was compared with experimental measurements [197,201], as seen in
Figure 3.3, whereas the partial RDF of each atomic pair (Si-Si, Si-O and O-O)
was compared with the ab initio measurements [197,202], as seen in Figure 3.3
(a-c). The absence of well-defined peaks in RDF of these glasses beyond the first
coordination shell provides additional confirmation of the amorphous
structure. The comparison in Figure 3.3 suggests that the glass formed using
Tersoff potential shows the best match with the experimental RDF and ab initio
partial RDF measurements from literature [197,201,202]. Therefore, for all self-
diffusion studies in this work, the initial glass structure was generated using
Tersoff potential. However, there is a slight shift in the peak for Si-Si system
obtained in glass generated by Tersoff potential as compared to existing ab-
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initio results. The fitted parameters that were used by Munetoh et al. [197]
includes a parameter h that strongly affects the Si-O-Si bond angles. Any
change in bond angle affect the spatial arrangement of atoms in the SiO2
network resulting in peak shift in radial distribution function. Munetoh et al.
[197] reported high Si-O-Si bond angle (146.2°) obtained after simulations. For
tetrahedral bond angle the angle must be close to tetrahedral bond angle which
is 108° [197]. The difference in intensity could be due to running MD
simulations on larger (~30000 atoms) structures as compared to small
structures in ab-initio (few hundreds or less). As ab-initio methods calculate
electronic interactions, these can capture even small changes in bond strength
and coordination number. Interatomic potentials work on fitted parameters
due to which there is a possibility of predicting slightly different coordination

environments which affect peak intensities.
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Figure 3.3 Radial distribution function of SiO» glass structures prepared using different
potentials. Partial radial distribution function g(r) corresponding to (a) Si-Si, (b) Si-O, and (c)
O-O pairs. (d) Overall radial distribution function for SiO» glass. The ab initio and experimental
radial distribution function have been obtained from literature.
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3.3.2 Self-diffusion in amorphous SiO;

The self-diffusion of Si and O in amorphous SiO2 was simulated in the
temperature range of 1200 to 1700 °C using all three potentials - Tersoff, BP and
COMB. Out of the three configurations that were generated using Tersoff, BP
and COMB, the glass created using Tersoff potential showed best consistency
with the experimental and ab initio measurements of SiOz glass (Figure 3.3). As
forcefields depend on system, these are developed by fitting the parameters to
reproduce the required properties [203]. Tersoff potential for the large Si-O
system was developed by Munetoh et al. [197] by fitting twelve adjustable
parameters which include bond angle, bond length, charge transfer between Si
and O, weaking and strengthening of heteropolar bonds and was found to well
reproduce the structural properties of SiO>. Therefore, in our work we used the
initial configuration of amorphous SiO. that was generated using Tersoff
potential. Further, to calculate diffusivities three potentials were used and the
values were compared. The diffusion coefficients (D) of Si4* and O?, obtained
from MD runs using different potentials, have been plotted as a function of
temperature in Figure 3.4. The activation energies (E.) and diffusion pre-factor
(Do) for self-diffusion of Si and O in SiO: glass (obtained from the linear fitting

of InD values with respect to 1/T) have also been listed in Table 3.1.
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Figure 3.4 Self-diffusion in SiO; glass. Self-diffusion coefficients of oxygen (O) and silicon (Si)
in SiO; glass as a function of temperature obtained using COMB, Tersoff and BP potentials.
Linear fit (represented by dotted lines) has been performed to extract the activation energy (E.)
and diffusion pre-factor (D,) values.
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Table 3.2. Activation energy (E.) and diffusion pre-factor (D,) values for self-diffusion of Si and
0 in SiO;

Silicon [Si] Oxygen [O]

Potential
E. Do E. Do

[kJ/mol] | [em?/s] | [K]/mol] | [em?/s]

COMB 27 7x10-8 26 7 x10-8
BP 21 6 x10-° 20 7 x10°
Tersoff 52 2 x10-7 51 2 x10-7

The diffusivity of both Si and O increases with temperature following the
Arrhenius relationship. MD runs with all potentials show a higher diffusivity
values and lower activation energy of O diffusion as compared to Si (Figure 3.4
and Table 3.2), indicating that the O anions diffuse faster than Si cations in SiO2
glass. As the activation energy is low, it facilitates easy movement of O anions
suggesting that, in UHTCs containing SiC, the growth of glassy SiO: scale

might be driven by the inward diffusion of O to a larger extent.

In SiO> glass structure, Si-O-Si bonds are present and the linked oxygen that
connects two Si atoms is termed as the bridging oxygen (BO). The diffusion of
BO is considerably more difficult than the non-bridging oxygen (NBO) and
thus, during diffusion, it is mostly the NBO that diffuses [172]. Nascimento and
Zanatto [172] suggested that in SiO, tight links are formed between Si and O,
therefore, in case of pure SiO», diffusivities of both the ions are identical.
However, the oxygen ions which are not so tightly bounded (NBO) with Si can
move much faster. On the contrary, in pure SiOz glass, similar diffusivity values
have been observed for Si and O ions [172]. Similar theory was proposed by
Kalen et al. [204] for oxygen ions diffusion in SiO». In our work, both anionic
and cationic vacancies were incorporated in the amorphous SiO2 which may
result in the presence of open bonds and NBO in the structure; thereby making

the diffusion easier. Higher values of diffusion prefactor and lower activation
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energy indicating smaller temperature dependence for oxygen diffusion as

compared to Si diffusion is consistent with the experimental results [204,205].
3.3.3 Self-diffusion in amorphous SiO: containing Hf

Cheng et al. [185] studied the effect of Ti and Hf addition on thermal stability
of 5iOz and found that their addition enhances the strength of Si-O bonds. This
was analysed by calculating Mulliken bond population. A larger value was
obtained for Hf doped SiOz as compared to pure SiOz. Higher value of overlap
population indicates formation of strong covalent bond and higher high

temperature stability.
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Figure 3.5. Self-diffusion in SiO, glass containing hafnium. Self-diffusion coefficients of (a)
silicon (Si), (b) oxygen (O) and (c) hafnium (Hf), as a function of temperature, in SiO» glass
containing 1, 2, and 5 at. % Hf. Linear fit (represented by dotted lines) for different glasses to
extract the activation energy (E.) and D, values.

Experimental observations by Cheng et al on effect of adding HfO: to SiO; has
shown reduced its evaporation due to the formation of a non-volatile phase.
This non-volatile phase covers SiOz surface and improves its stability at
temperatures up to 1700 °C. Moreover, the addition of HfO> to cristobalite SiO2
has been found to increase the Si-O bond strength up to 1700 °C due to the
inward diffusion of Hf atoms in the SiO» lattice [185]. As Hf or HfO; addition
to SiO2 was found to improve thermal stability and bonding characteristics, it
may lead to changes in self-diffusivity values. In this section, we have reported
the effect of Hf addition on self-diffusivities of Si, O and Hf in amorphous SiO».
Three different Hf containing SiO> glass structures, denoted as 1Hf, 2Hf and

5Hf corresponding to 1, 2 and 5 at % Hf respectively, were studied using COMB
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potential. Figure 3.5 shows the diffusivity values obtained as a function of

temperature and Table 3.3 shows the activation energies (E.) and diffusion pre-

factor (Do) for self-diffusion of Si, O and Hf as a function of Hf concentration.

Table 3.3. Activation energies (E.) and diffusion pre-factor (D,) for self-diffusion of Si, O and
Hf as a function of Hf concentration.

Silicon [Si] Oxygen [O] Hafnium [Hf]
Material

Ea Do Ea DO Ea DO

[k]/mol] | [em?/s] | [K]/mol] |[cm?/s] | [k]/mol] |[cm?/s]
SiO» 27.15 6.72x108 | 25.639 6.53 x108 | - -
SiO>-1 Hf | 33.96 1.15 x107 | 34.6 6.56 x107 | 46.15 7.45 x107
SiO,-2 Hf | 39.87 1.99 x107 | 41.54 1.41 x107 | 50.72 1.28 x10-¢
SiO,-5 Hf | 53.16 9.47 x107 | 67.73 455 x10¢ | 72.15 1.35 x10-

As seen in Figure 3.5, the addition of Hf to SiOz glass results in: (a) increase in
both the diffusivity values as well as the activation energies for self-diffusion
of Si and O ions; although the increase for O is more than that for Si, and (b)
higher activation energy for self-diffusion of O than Si, which is contrary to the
observation in pure SiO», and (c) considerably higher diffusivity and activation
energy of Hf as compared to both Si and O. If we look at the Ellingham diagram
[206] for oxide formation in Figure 3.6, free energy change for HfO> formation
is lower than that of SiO2 indicating HfO> is thermodynamically more stable at
all temperatures. It shows more energy is required to break HfO; bonds and
same (higher activation energy than SiO) is evident from our MD simulation
results. Additionally, with increase in both diffusivity and activation energy,
increase in Do was observed. High value of Do denotes longer jump distance.
Addition of Hf is increasing the activation energy for O diffusion more than Si
making its movement difficult to initiate. This may lead to lesser O penetration
in the scale and can reduce the overall oxidation of the substrate. If we compare

electronegativity values of Si and Hf, Hf has a lower value of 1.3 than Si which
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is 1.9, which means Hf has higher affinity for oxygen, and it can move out of
the scale. This may explain the higher diffusivity values of Hf. Pint [59]
observed similar behaviour of outward diffusion of Hf through a-Al:O3; and a-
Cr205 oxides. Existence of the oxygen potential gradient between oxide-gas
interface and the substrate is the driving force for the outward movement of
the Hf or any element present in the small amount (reactive element).
Whenever oxide forms, some perturbations always remain present at the
metal-oxide interface due to defects and when a reactive element moves to
those positions, it results in lowering the free energy of the system. Later, the
element moves towards the oxide-gas interface [59]. However, as the activation
energy for Hf diffusion is higher, it is difficult to initiate its movement. Change
in activation energy shows thermodynamics and increase in Do shows kinetics
indicating high diffusivity when Dy is higher. In addition to that, the phase
diagram of HfO2-SiO: system provides useful insight according to which
addition of small amount of HfO> (~2 mol %) to SiOz results in formation of a
relatively low melting point eutectic [207] which is a mixture of HfSiO4 and a-
SiOz at ~1680 °C. Due to its low melting point, and hence higher homologous
temperatures, species can diffuse faster. Diffusion data shows higher
diffusivities with an increase in Hf addition up to 5 at %. The MD results
indicate that Hf may diffuse easily through the amorphous SiO.. Work by
Cheng et al. [185] shows that the presence of Hf may cause formation of HfSiO4
phase in the SiO; scale, resulting in reduced mass loss and evaporation of SiO2
up to temperatures as high as 1700 °C. Reduced mass loss can be attributed to
increased bond strength as discussed above. HfSiO4 has tetragonal crystal
structure with a density of 7.02 g/cm? and a packing fraction of ~0.68. The
packing fraction of SiO2> doped with Hf is even higher (close to 0.74) as
calculated using the c/a and packing fraction relation derived by Dunlap [208].
High density of the phase and high packing fraction indicates formation of a
dense protective oxide. This indicates that the Hf can make the SiO layer more

protective.
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Figure 3.6. Ellingham diagram for SiO,, HfO, and AL,Os [206]

3.3.4 Self-diffusion in amorphous SiO2 containing Al

In SiO2-AlLOs system, phase diagram shows formation of a eutectic at ~3.02
mol% Al2Os and 1600 °C. According to this, when the amount of A:Os increases
to this composition, the melting point of the system decreases, and it again
increases beyond this amount of AlbOs. Low melting point facilitates easy
mobility of species due to higher homologous temperature and lower
resistance to viscous flow. To validate whether the use of MD for diffusivity
calculations captures this trend, the amount of Al addition to SiO; was selected
as 1, 2, 3 and 5 at% and the systems are named as 1Al, 2Al, 3Al and 5Al
respectively. On increasing the Al content, the diffusivity of both Si and O was
found to increase up to 3 at % Al as can be seen in Figure 3.7. Activation
energies and Do values are reported in Table 3.4. At 5 at % Al addition, reversal
in the trend was observed as expected. Increased diffusivity could be attributed
to the network breakdown of strong SiOs tetrahedra leading to less resistance
to viscous flow and higher mobility of ions. In addition to that, lower bond
dissociation energy of Al-O (512 k]J/mol) than Si-O (798 kJ/mol) has been
reported in the existing literature [209,210]. Low bond dissociation energy
means it can easily detach, and higher bond dissociation energy shows stronger
bond and a more stable structure. Once Al detaches, NBO can easily move
through the oxide scale. At all compositions, the diffusivity of Alions is highest

and that of Si ions is lowest. At 3 at % Al addition, diffusivity of both Si and O
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increased with temperature with a maximum at 1600 °C. Urbain et al. [184]
observed increased diffusivity with addition of 5 vol % AlOs to SiO2 melts
which show viscosity reduction and enhanced diffusivity. However, increased

Al>,Os content resulted in a small reduction in viscosity.

As compared to SiO2-Al systems, addition of Hf affects the diffusivity more.
Diffusivity values are much higher when the same amount (1 and 2 at %) of Hf
and Al is added to SiO;. Hf has an electronegativity value of 1.3, which for Al
is 1.5. This may indicate that Hf has higher tendency to form oxide than Al and
it can move outwards faster. However, this trend changes at high dopant
content. Pint [45] demonstrated the effect of Al and Hf ions to a-CrOs scale
and it was found that Hf can diffuse faster than Al ions and was more effective
in inhibiting diffusion of Cr ions. It was due to the larger size of Hf ions than
Al (which is smaller than Cr ions in a-Cr203). In SiO2-AlO3 system low melting
point eutectic forms at 3.02 mol % Al:Os at 1600 °C whereas in SiO2-H{fO it
forms at 2 mol % HfO2 at ~1680 °C. As the melting temperature of this eutectic
is higher, we do not expect the effect of melting on ions mobility and any
reversal for the temperature range of our study even at compositions higher

than 2 at % Hf.

T[] [ TIq
1727 1545 1395 1265 1150 .. 1727 1545 1395 1265 1150 . 1727 1545 _ 1395 1265 1150
(@) = Si0A (b) (c) » « 1A
» SiHA s 2A
— . — &
7) & Si2All| o' ° 4 ) <~ v 3A
5 004 v Si3All & 200 atiie. § 1< 4 \;‘\“} = o
£ <y B ) .+ sisal|l £ gl SN g q98] EISL0% -
KA f"‘g‘:\. . i KA Bas _9!) = $ R i
= R M e - 5 = i e *fg-\\
D 205 N T | < s 53
o z 3 T, (= o i ¥
£ & £ £ 200 .
-21.0 -21.0

T T T T
6.0 6.5 5.0 5.5

1/T(x10%) [1/K]

T T T T T
5.5 6.0 6.5 5.0 5.5

1/T(x10%) [1/K]

T
5.0 7.0 7.0

Figure 3.7. Self-diffusion in SiO» glass containing Aluminium. Self-diffusion coefficients of (a)
silicon (Si), (b) oxygen (O) and (c) Aluminium (Al), as a function of temperature, in SiO> glass
containing 1, 2, 3 and 5 at. % Al Linear fit (represented by dotted lines) for different glasses to
extract the activation energy (Ea) and D, values
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Table 3.4. Activation energies (E.) and diffusion pre-factor (D,) for self-diffusion of Si, O and
Al as a function of Al concentration.

Silicon [Si] Oxygen [O] Aluminium [Al]
Material

Ea Do Ea Do Ea DO

[k]/mol] | [em?/s] | [k]/mol] | [em2/s] | [k]/mol] | [cm?/s]
SiO2 21.089 6.12x10° | 20.11 7.01x10° | - -
SiO2-1 Al | 14.924 4.23x10° | 14.21 4.79x10° | 22.69 1.63 x102
SiO2-2 Al | 9.395 2.92x10° | 10.62 3.83x10° | 10.61 8.45 x10°
SiO2-3 Al | 24.709 8.36x10° | 25.27 1.04x108 | 27.92 2.35 x108
SiO2-5 Al | 6.874 2.27x10° | 5.83 2.52x10° | 10.09 6.25 x10

3.3.5 Shear viscosity calculations in SiO:

Shear viscosity values of SiO2 were calculated in the temperature range 600-
1700 °C using Green-Kubo (GK) formalism with Buckingham potential
modified by Wang et al. [57]. An inverse relation of shear viscosity with
temperature was observed. Shear viscosity value of ~ 30 Pa.s was obtained at
1150 °C, which is close to the value reported by Wang et al. [57] for borosilica
glass with S5iO2/SiO2+B20; ratio equal to 1. Wang et al. [57] calculated shear
viscosity at 1150 °C for borosilica glass as function of change in SiO2 and B2Os
composition and reported lower viscosities from MD as compared to the
experimental values. It was suggested that use of interatomic potential
overestimates the fluidity of supercooled liquids. In addition to that Bauchy et
al. [211] concluded that even after using high performance computer
simulations to calculate viscosity in a reasonable time, only low viscosity
regimes with value of less than 10 Pa.s can be investigated for a longest run of
1 ps or 10 steps. Running simulations for 10 ns would result in low values of ~
10 Pa.s. In our work, the simulations were run for 9900 steps for which the
variation of viscosity as function of temperature is shown in Figure 3.8. The

results for shear viscosity of pure SiO2 were compared with the MD results by
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Bauchy et al. [211] for silicate melts namely MORB (50.59 wt % SiO: with
significant amount of CaO, MgO, NaxO, ALOs etc.) and NaxO-25iO,. It was
found that the viscosity values of pure SiO; in our work are one and two order
higher than that of NaxO-25i0; and MORB respectively in the same
temperature range. Addition of any basic oxide such as CaO, MgO, NazO to
SiO2 melt causes O to enter the SiO2 network leading to its breakdown and
viscosity reduction [212]. Hence, higher viscosity of pure silica agrees with the

work done by Bauchy et al. [211].
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Figure 3.8. Shear viscosity of SiO; as function of temperature compared with viscosities for
silicate melts obtained from the work by Bauchy et al. [50]. Lower viscosities for MORB and
NayO-25i0; melts can be attributed to the addition of basic oxides such as Na,O, CaO, MgO.

3.4 Conclusions

In this work, we calculated the self-diffusivity of Si and O in amorphous SiO2
using molecular dynamics simulations. Amongst the three different
interatomic potentials used, we found that the Tersoff potential results in the
best glass structure; based on comparison with experimental and ab initio
structural characterization. The diffusion of O is faster as compared to Si
indicating that the growth of SiO; is driven by the inward diffusion of O. The
addition of Hf to amorphous SiO: increases both the diffusivity values as well
as the activation energies for Si and O diffusion. The diffusion of Hf in

amorphous SiO» is faster as compared to both Si and O which indicates that, if
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Hf is added to ZrB»-SiC, it can diffuse through the SiO; to form a HfSiO4 phase
in the SiO; scale resulting in reduced mass loss and evaporation of SiO2 up to
temperatures as high as 1700 °C. Addition of Al to SiO2 was found to increase
diffusivity values up to 3 at %. Diffusivities were found to reduce on adding 5
at % Al to the system probably due to formation of high melting mixture as
evident from the phase diagram of SiO2-AlOs system. Viscosity values as
function of temperature for pure silica were calculated using MD and the
results agreed with the MD results by Bauchy et al. [211] for silicate melts. Even
if the values using MD differs with the existing experimental results, the
estimates of self-diffusion activation energies and diffusivity values for
amorphous SiOz calculated in this work will be useful for building
mathematical and computational models for oxidation studies wherever SiO2
scales are encountered, including but not limited to ZrB>-SiC ceramic

composites for ultra-high temperature applications.
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Chapter 4 Oxidation Modelling

4.1 Introduction

Refractory metal silicides such as Mo-Si and Mo-5i-B alloys are candidate
materials for high temperature applications where oxidation presents a major
challenge [6]. Therefore, understanding and predicting the oxidative
degradation pathways is a key challenge that needs to be addressed. We have
developed a predictive framework through a combination of mathematical
modelling and numerical implementation through a modified Cellular
Automata (CA) scheme that allows us to investigate the growth of protective
borosilica scale on the underlying alloy substrate. Unlike traditional CA models
that assign a single state to a cell, we use fractional states (phase volume
fractions) that can map the existence of multiple phases in varying amounts
within a single cell. The model takes the actual microstructure as input and
simulates the transient oxidation of Mo-Si-B alloys based on the experimentally
measured oxidation rates of individual phases and the thermodynamics of the

oxidation reactions.

The oxidation of Mo-Si-B alloys presents significant complexity owing to the
presence of multiple oxidizing phases (Mo, A15, T2 & T1) that form a variety
of oxides (MoQOs, SiOz, B20O; etc.), each of which behaves uniquely [6,17]. While
MoO:s volatilizes as a trimer at temperatures above 475 °C, SiO2 & B20Os form a
glassy layer whose viscosity (and the resultant flow behavior) is strongly

governed by the B2Os content [183,213]. These phenomena, viz. (a) the
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formation of pits upon MoOs volatilization and (b) the flow behavior of
borosilica scale, are strongly dictated by the quantity, size and distribution of
phases within the alloy microstructure [17]. For example, a smaller size of Mo
phase will result in smaller pits after volatilization that can be filled much more
easily by the flow of the glassy layer as compared to large sized pits. Similarly,
the distribution of T2 phase (which acts as the source of boria upon oxidation)
dictates the local flow behavior of glassy scale since boria reduces the viscosity
[16,63]. Thus, the alloy microstructure plays a critical role in controlling the
oxidation behavior of Mo-Si-B alloys. In view of this, Rioult et al. [17]
developed a microstructure-based kinetic model for oxidation of Mo-Si-B
alloys that incorporated the size distribution of individual phases (extracted
from actual microstructures) along with the individual phase consumption
rates (calculated from experimental oxidation mass change curves) to model
the transient oxidation stage. Despite the simplistic nature of the model, it can
estimate the effect of changes in size distribution of phases on the oxidation
kinetics. But it suffers from three major drawbacks: (a) the diffusion through
the glassy scale is not considered, (b) microstructural evolution during
oxidation cannot be visualized, and (c) the lateral spread of the glassy layer is
ignored. Parthasarathy et al. [93] also developed an oxidation model for SiC-
containing refractory diborides wherein they incorporate the microstructural
characteristics as well as the oxygen diffusion through glassy scale to estimate
oxidation kinetics. But this even model does not enable visualization of
microstructure evolution and ignores the flow of the glassy scale. Building
upon these approaches, we have developed here an oxidation model for Mo-
Si-B alloys that takes the actual microstructure as an input and models the
temporal evolution of microstructure during oxidation while taking
cognizance of both diffusion-limited oxidation as well as the lateral spread of

viscous glassy scale.

First, we carry out phase segmentation to create a labelled microstructure
image with unit thickness and then discretize it spatially. Initially, each voxel

is encoded as a separate phase, but each voxel is also linked to an array that
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tracks the volume fraction of all possible phases at that voxel as the system
evolves over time. At the beginning, the rate of change of each phase is
computed based on the experimentally measured mass loss rates of individual
phases and the stoichiometry of oxidation reactions. But as the system evolves
and the thickness of silica/borosilica glass layer increases, the rate of change
becomes limited by the oxygen diffusion through the glassy scale that is
dictated by the thermodynamics of oxidation, oxygen permeability and scale
composition. We also simulate the spread of the glassy layer based on its
viscosity that is in turn a function of glass composition. Thus, the model
simulates the transient oxidation phenomenon both visually (simulated
microstructure at each time step) as well as numerically (mass change at each
time step). Since the model takes the alloy microstructure as input, it can
simulate the effect of size, shape, volume and distribution of phases on
oxidation behavior. Moreover, the methodology can be extended to new
systems with some changes in code and system specific thermodynamic and

physical data.

4.2 Experimental details

The alloys with compositions mentioned in Table 4.1 were fabricated using arc
melting technique. The microstructures of as-fabricated alloys were obtained
using Scanning Electron Microscopy (SEM). We identify the phases present in
the alloy through the indexing of powder X-ray Diffraction (XRD) pattern. The
obtained XRD patterns and phase quantification of the alloys are mentioned in
Chapter 5. Then, we correlate the elemental distribution maps obtained from
Energy Dispersive Spectroscopy (EDS) with the microstructural images and
XRD identified phases to establish regions corresponding to each phase. The
amount of each phase in the fabricated alloys was quantified with Rietveld
refinement using GSAS II [214]. This matching is also informed by
microstructural characterization reported in previously published literature for
similar alloys [16,17,55]. For oxidation studies the samples were introduced
inside a pre-heated furnace at 1100 °C and mass change was measured after

different time intervals.
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Table 4.1. Compositions of the alloys fabricated for oxidation studies

Alloy Mo (at %) | W (at%) | Ta (at %) | Si (at %) B (at %)
Nomenclature

711 70 - - 15 15
711-W10 60 10 - 15 15
711-W15 55 15 - 15 15

721 70 - - 20 10
721-W10 60 10 - 20 10
721-W15 55 15 - 20 10

811 80 - - 10 10

821 80 - - 13.33 6.67
711-5Ta 65 - 5 10 10
721-5Ta 65 - 5 13.33 6.67

4.3 Simulation details

The oxidation modeling framework developed in this work takes an actual
phase-segmented microstructural image as input and performs a modified
cellular automata simulation to model the temporal evolution of alloy
microstructure during transient oxidation. This involves: (a) generating a phase
segmented image and quantifying spatial discretization, (b) defining a scheme
for storing system information at any given time, (c) defining oxidation events
and their occurrence, (d) calculating phase consumptions based on
experimental measurements and oxygen diffusion-based calculations, (e)
calculating formation of product phases, (f) modeling outward diffusion of
volatile phases, and (f) modeling lateral flow of viscous silica/borosilica glass.

Each of these steps has been elaborated here.
4.3.1 Preparing the initial microstructure

We start out with an actual alloy microstructure obtained through SEM and
perform phase segmentation using a series of tasks.,, We phase-segment the
microstructure using an automated segmentation routine within the Labkit
plugin in Image]-Fiji [215]. This requires manual labelling of some regions
within the microstructure as a guidance for the automated segmentation
algorithm. Figure 4.1 a shows an actual SEM image alongside its phase-

segmented counterpart.
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The microstructure is inherently spatially discretized by the virtue of how it is
stored as a 2-D array of pixels. It is assumed that the 2D microstructure has a
thickness (T},) of 1 unit length that is sufficiently small to neglect perturbations
in the oxidation process across the thickness. The choice of thickness will not
affect the specific oxidation rates calculated during modeling since both
volume and surface area scale linearly with the thickness (T,,) and thus, the per
unit area mass change becomes independent of the thickness. But it is
important to calculate the microstructural length of each pixel. Each image has
a size (width x height) associated with it which is measured as the number of
pixels along the width and height of the image. The image shown in Figure 4.1
has a size of 1280 pixels x 952 pixels. The microstructural length of each pixel is
calculated by dividing the actual length of the scale bar by the number of pixels
spanned by it. For example, in Figure 4.1, the scale bar (10 um) in the image
spans 161 pixels; thus, each pixel represents a microstructural length of (10/161

= 0.0621 pm).

@) Alloy microstructure Model input: phase segmented image
k : F Tpx i Single cell
A 1
Phase i : pr
segmentation Air |
(ImageJ-Fiji, ) L "
Labkit plugin) % Mo | P
TN T2
g WAABI | 7, is arbitrarily
i fixed as 1 unit
length
Size of scale bar in pixels: 161 pixels rl
: e _ 10 5 P
Size of each pixel: Ly = el um/pixel 1280 pixels '
(b) 3D array to store state of system at a time step : Phase volume fractions

ka,i,j: Volume fraction of phase k in cell (i, j)
(i, j) maps over 2D microstructure
i 2 rows, j=2 columns

k maps over the phase labels

Corresponding to a (i, j) cell in
0,1,0[0,1,1[0,1,2[0,1,3| .. Jo,1.c microstructure, the system state
array has an 8-element array that
stores the volume fraction of all

i ki phases in that cell.

* Volume fraction of any phase k in cell (i, j) can
0.R0(0.R,1(0.R.2|0.R3| ... [0.R.C] be between 0 & 1

« Sum of volume fractions all phases at cell (i, j)
must be equal to 1

N —

Figure 4.1 (a) Phase segmentation of actual alloy microstructure using Image]-Fiji (Labkit
plugin [215]) followed by measurement of pixel size based on the number of pixels spanned by
the scale bar. (b) 3-D array for storing volume fractions of all the phases at each (i,j) cell
corresponding to 2-D microstructure.
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4.3.2 Representing the state of the system

Initially, at time zero, each cell in the system contains only one type of phase
and can thus be described fully using a single cell state value. But as oxidation
progresses with time, a cell can contain multiple phases simultaneously. Thus,
a single cell state is not sufficient to describe the system. To account for this, we
use a modified approach wherein, at any given time during oxidation, the state
of the system is stored as a 3-D array that comprises of eight 2-D arrays stacked
on top of each other, as shown in Figure 1b. Each layer stores the volume
fraction of a particular phase at all cells. Thus, (k, i, j) cell in the system state

array represents the volume fraction of phase & in (i, j) cell of the microstructure

A

;). For Mo-Si-B alloys, there are 8 possible phases that can exist within a

cell, and these are encoded as integer labels: {0: Air, 1: T2 (MosSiB2), 2: A15
(MosSi), 3: Mo, 4: T1 (MosSis), 5: SiO2, 6: B2Os, 7: MoOs}. The formation of MoO»
phase has not been considered here since the kinetics data for that phase is not
available. These labels are identical to the &k index of layers that represent these

phases in the 3D array. The constraints here are: (a) volume fraction of a phase

k at any cell (Vk];-’ ;) can be between 0 and 1, and (b) the summation of volume

fraction of all phases at any cell (3] v/

i j) must be equal to 1. At time zero, the

state of the system array is initiated by putting all values as zero and then for

each (i, j), putting Vk];., jleey, = 1 where I; ; is the phase label at (7, j) pixel in phase
=1

segmented microstructure image /.

4.4 Reactions and phase consumptions

4.4.1 Oxidation events and their occurrence

The possible oxidation reactions [46] and free energy change (kJ/mol)

calculated using NIST-JANAF tables [216] for Mo-Si-B alloys are:
Mo +>0; - 5 (Mo03)s; AG = -203.683

Equation 4.1
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Mo;Si + =0, = (M003); + Si0; AG =-1221.12

Equation 4.2
MosSiB, + 100, — g(M003)3 + Si0, + B, 04
Equation 4.3
MogSiz +10.50, - 2 (M00y); + 3S5i05; AG = —2776.84
Equation 4.4
Mo + 0, > Mo0,; AG = 0.347
Equation 4.5

Reaction in Equation 4.5 occurs at low oxygen partial pressures [47,48], leading
to the presence of MoO; primarily in the subscale region. The kinetics of
formation of MoO: is not well-known and not considered in the present
simulations. Given its location in the oxide layer, this is not likely to influence
the initial oxidation stages; however, we anticipate that not including the
formation of MoO:z in the simulations may somewhat affect (potentially delay)
the onset of the steady-state region our simulations. At any cell (i, j), the
oxidation events follow two rules: (a) oxidation can happen only if the cell has
access to oxygen (air) through its neighboring cells, and (b) the amount of
oxidation will increase if the access to oxygen increases. As shown in Figure
4.2, a cell (i, j) can have access to Oz through its above (i-1, j), left (i, j-I) and
right (i, j+1) neighboring cells. Whether these cells can provide Oz depends on
two factors: (a) these cells must themselves have access to Oz i.e., they must
contain some air or glass (S5iO2/B20s) phase, and (b) there must be an
interaction area between these cells and the oxidation cell through which Oz
can interact. The interaction area will be measured as a value between 0 to 1
wherein 0 implies no access to Oz and 1 implies the entire contact area is
available for O interaction. For the above cell (i-/, j), either the entire contact

area is available for O interaction if there is no solid phase present, or no
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interaction is possible if even a small amount of solid phase is present. Thus,

A,0,

the interaction area with oxygen from above cell (4;;?) is modelled as a delta

function:

A0
A . ,. 2 = f
LJ Yke{1,2,3.4} Vk,i-1,j=0

Equation 4.6

The interaction area with O (4;7? and A;2) for left cell (;, j-1) and right cell (i,

j+1), can be modelled as the sum of volume fraction of air and glass phases in

these cells i.e.,

L0, _ f
At = Veij-1
k={0,5,6}
Equation 4.7
R,0, f
Al,j - Vk,i,j+1
k={0,5,6}

Equation 4.8

Thus, the total interaction area of cell (7, ) with Oz from neighboring cells is:
0 A0 L0 R0
Aij. = Ai,j 2 +Ai,j 2 +Ai,j 2
Equation 4.9

Oxidation events can happen at cell (i, j) only if Agjz- > 0. These interaction areas

will be further used for scaling the amount of oxidation that happens as a result

of oxidation events.
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Interaction with oxygen from neighboring cells

, Af'].OZ, Af'].OZ = Interaction area of (i, j) cell with

Air+ Solid , Left, Right cell through which O, can interact
Glass (T2, A5, M0, T ) |

- Ye(1,2,3,4) ka.i—1,j:0
Delta function: §=1 if sum of {T2,A15,Mo0,T1}
(i—], ]) phases in above cell is equal to zero; otherwise §=0

A = Er=(05.6) Viiioa

Sum of volume fraction of {Air, SiO,, B,O3} phases
in Left cell

A = Yk=(o,5.6) Vlg,i,j+1

Sum of volume fraction of {Air, SiO,, B,03} phases
in Right cell

s . . i+ Total interaction area of (i, j) cell with oxygen from
(l’ J ]) (l’ ]) (l’ J 1) neighboring cells:

0z _ L,0;
A= +A+A

R,02
ij

. . .. . o
Oxidation events can happen at (i, /) cell only if Aij. >0

Figure 4.2. Determining access to oxygen through neighboring cells. The black regions here
represent solid oxidizing phases (T2, A15, Mo, T1) whereas the light blue regions represent
air/glass. The solid oxidizing phases are assumed to be impervious to oxygen and thus, this
figure highlights three key aspects: (a) Oxygen flux from above cell will be available only if the
above cell has no solid oxidizing phase present, (b) oxygen flux from side cell will be available
if the side cell has some air/ glass present, and (c) oxygen flux from side cell will be proportional
to the amount of air/glass in side cells.

4.4.2 Modelling phase consumption using experimental data

Oxidation events (Equation 4.1 to Equation 4.4) can occur at a cell (i, /) if that
cell interacts with oxygen from neighboring cells i.e,, A?j > 0. If oxidation

happens, the phase consumption of the oxidizing phase is calculated in two
ways: (a) based on experimentally measured oxidation kinetics of the pure
phase, and (b) based on the flux of Oz through glass scale that is present above

the cell. In this section we elaborate on how the former is calculated.

The experimental mass change rate of a pure phase & (k {1 (T2), 2 (A15), 3 (Mo),
4 (T1)}) is obtained from literature. But this value represents the overall mass
change which is a combination of mass loss due to (MoO3); volatilization and
mass gain due to formation of SiO; and B20Os. Thus, the mass change rate of any

given phase k can be expressed as:
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(dm) _(dm) ( My, )
dt k dt exp Mk_NSiOZMSiOZ_NBzogMBzo3

Equation 4.10

where (d—m) is the experimentally observed overall mass change rate, My, is
exp

the molar mass of phase k, Mg;o, and Mg, (., are the molar mass of SiO, and B>Os
respectively, Ng;o, and Ng, o, represent the stoichiometric coefficients of SiO
and B»Os respectively in oxidation reaction of phase k. For example, Ng;o, = 0
and Ng,o, = 0 for Mo phase (k=3), whereas Ng;o, = 1 and Ng,,, = 1 for T2 phase
(k=1). Equation 4.10 gives the phase consumption rate for a single phase (k)
and has to be implemented separately for each phase with its associated

parameters.

Based on experimental kinetics, when a cell (i, j) containing phase k& oxidizes,
the change in volume fraction of phase k in that cell over one time step (At) is

calculated as:

AVER
e =52 ([, ()
b Vpx Pk at J i Lpx

Equation 4.11

where AVkelX }) is the volume change (cm3) of phase k in one time step and is equal

to (p—lk) [(C;—T)k * Apy * At]. Here, py is the density of phase k (g/cm™), (Z—T)k is the

experimental specific mass change rate (g.cm™s”) of phase & (obtained from
Equation 4.10), A, is the exposed surface area of a pixel (cm?), and At is the
time step (s). 1}, is the volume of a pixel (cm?) and is equal to A, * L,,; where
L,y is the pixel height (cm). The density (in g/cm?3) values for different phases
here are: Mo (10.02), A15 (8.97), T2 (8.6), T1 (8.21), SiOz2 (2.65) and B20s (2.46).

As noted in section 4.4.1, the amount of oxidation should change based on how
exposed a cell is to oxygen which is captured by the interaction areas of cell (i,

Jj) with Oz from neighboring cells (section 4.4.1). At cell (i, j), an oxidation factor

term (Fiojz) is calculated as:
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02 _ 4A0; | 1 ,L0, | 1 ,R0,
Fi,j —Ai’j +3Ai‘j +3Ai‘j

Equation 4.12

The factor of 1/3 here signifies that the oxygen available in the side cells has
three possible sinks (same/below cell, left cell and right cell) and thus only one-

third of the oxygen is effectively available for the oxidation of cell (i, /).

Consequently, the phase consumption calculated in Equation 4.11 is then

rescaled as:

f.exp _ 0 f.exp
AVkl} FZAVkl]

Equation 4.13

4.4.3 Phase consumption due to oxygen flux through the scale

As oxidation progresses, a borosilica glass layer can form and the oxidation
cells may no longer have direct access to air through neighboring cells but
instead, there is a flux of oxygen through the glassy scale that drives the
oxidation. The oxygen flux (]lo 7) through the glass layer above a cell (i, j) can be
calculated based on the oxygen concentration gradient across the scale and the
kinetics of oxygen diffusion through the glass layer. Mathematically [93]:

02 glass
] - hglass (palr - pléz) [mOIGS/ (sz . S)]

Equation 4.14

air

where, p&Y is the partial pressure of Oz in air (=0.21 atm), pj, is the partial

pressure of Oz in thermodynamic equilibrium with the phase k present in cell

) HOZ glass

(i, is the permeability of Oz gas in [moles/ (cm.s.atm)] through the

glass

glass layer above cell (7, j), and hy ;" is the height of glass layer above cell (i, )

in [cm].
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glass .

Since p3Y > pk,, we neglect pf, in Equation 4.12. The value of h;

calculated as the sum of volume fraction of glass phases in all cells above cell

(4, /) multiplied by the length of each pixel i.e.,

glass __ i f f
hi,j _pr ;=0(V511 +V6L])

Equation 4.15

where L,, is the length of a pixel and V; : & Vf are the volume fraction of

silica (k=5) and boria (k=6) at cell (7, j).

51]

Since the glass comprises of both silica and boria which have different oxygen

permeabilities, the effective permeability (IT; 02 g laSS)

through glass layer above
cell (i, j) is assumed as the composition-weighted function of individual

permeabilities of silica and boria.

0,—glass __ 5102 Above 0, 3203 Above 0,
”l] - X HSLO + X HBZO3

Equation 4.16

5‘102 Above & XBZO3 ,Above

where, X; are the fractions of silica and boria in glass

above cell (i, j), and 122

sio, & 11 302203 are the oxygen permeabilities through pure

silica and boria glass.

. i yf v/
XSLOZ,Above _ i=0"s,i,j & XBZO3,Above _ L 076,i,j
b sl (vl v ) L A7)
5i,j '6,,j 5i,j '61,j

Equation 4.17
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Solid
Air

2 N . glass

Height of glass above cell (i, j): hi;

= Lpy . Sum of volume fraction of glass in all cells above (i, j) Permeability Of 0, in glass above cell (i, /):
n()z,mmve — XSLOZ,AbDUE nOZ + XBZO3,AbmJe

ij ij sio, T 4ij

Fraction of silica in glass above cell (i, )
510, Above _ Y, Vol. frac. of Si0, in all cells above (i, j)

2 "~ Y Vol. frac. of glass in all cells above (i, j)

0, flux through glass above cell (i, j):

0,,Above
;2

i,j — — glass
Fraction of boria in glass above cell (i, j) l'} n;
§B,0,Above _ Y. Vol. frac. of B,0j in all cells above (i, )
iJ

~ ¥ Vol. frac. of glass in all cells above (i, )

(&)

o

B303

]02 — pgizr mol 0,/(cmZsec)

Figure 4.3. Calculating the oxygen flux through glass layer above a cell.

For any cell (i, j), Figure 4.3 shows how the downward flux of oxygen through
the glass layer above it can be calculated. But, as shown in Figure 4.4, Oz can
also flow from left and right cells provided these cells have a finite Oz flux
through the glass layer above them. Also, the amount of this flux available to

L0 R,0 "
;2 and 4;;%) shown in Figure

cell (i, j) will depend on the interaction areas (4;’;

4.2. Taking this into account, the effective O flux at cell (i, /) is calculated as:

)

Oz,eff _ A,Oz 02 L,02 02 R,02
Joj = =y AT T AT T

Lj Lj-1
Equation 4.18

Based on the flux calculated in equation 17, when a cell (i, j) containing phase k
oxidizes, the change in volume fraction of phase k in that cell over one time-

step (At) is calculated as:

1 0peff o, My (1
AVEIux = — jO2efl gy Tk (2
Lj T N Pk \Lpx

Equation 4.19

where, Ny, is the stoichiometric coefficient of Oz in oxidation reaction of phase
k (i.e., moles of O2consumed per mole of phase k), M, & p, are the molar mass

and the density of the phase.
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Effective O, flux at cell (i, j) available for oxidation:
(T2,A15,M0,T1) 0y.eff A0, 10 L,0, ;0 R0, 0
] 2,€ — Ai,j 2]1"]‘2 +Ai,j zj 2 +Ai,j 2] 2

if ij-1 j1 mol 0,/(cm?sec)

Air Air cell (i,j): For one time step At:
0, ©); 0, number of moles of 0, available for oxidation, nf)jz = ]f]?'effAt Apx mol 0,

‘ Oxidation Reaction: 1 (Phase) + NV (0,) = Products ‘

. 1. phase _ 1 0, _ 1 ,0zeff
number of moles of phase oxidized, n =N = N]i.j At Apy mol
- _ 1 0yeff
[ mass of phase oxidized = ﬁ]i.j At Apy My, g
3 _ 1 ,0zeff Mg 3
volume of phase oxidized = N]i:j At Apy e cm

. . M
Volume fraction of phase koxidized, Aka'?}lX: l]l.().Z‘EffAt Apy = (L)
na N7 L] Pk \Vpx

M,, = Molar mass of phase k (ﬁ) px = Density of phase k (C_[is)
Me _ cm®
ol Molar volume of phase k (mol)

_ 1. fflux
=T and thus,AVk'i'}»

bx px

does not depend on thickness (Ty)

Figure 4.4. Calculating phase consumption based on effective oxygen flux at cell (i, j) taking
into account oxygen from both the top as well as left & right cells.

4.5 Temporal evolution of microstructure
4.5.1 Calculating the state of system after each time-step

At time ¢, if a phase k (k {1 (T2), 2 (A15), 3 (Mo), 4 (T1)}) is present in cell (i, j),
then the change in volume fraction of that phase over next time step (At) is

calculated as:

A, = - min(|av/S), |avine)

Equation 4.20

Initially, when glass layer thickness is very small, magnitude of AV i very

ki j

f,exp
Vi

large and outweighs the magnitude of AV;/; ™. But, as the glass layer thickness

f flux

increases, the magnitude of AV}; ;™ will eventually become smaller than that of

AVk’;‘jXp. Thus, Equation 4.20 effectively implies that as the oxidation progresses

and borosilica scale forms, the oxidation will eventually be limited by the

diffusion of Oz through the glassy scale. Based on the phase consumption

calculation in Equation 4.20, the changes in volume fractions of product phases
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(k €{5 (Si02), 6 (B203), 7 (M0oOs3)}) are subsequently calculated using the

oxidation reaction stoichiometries.

The following calculations are carried out at each cell (i, j):

(a) If V2fl ; > 0, Le. the oxidizing phase is Mo, then:

s f _ . f.exp f flux
Mo consumption: AV, ; = — m1n(|AV2’i‘j |, |AV2M )
Equation 4.21
MoQOs formation: AV7fl I —AVZJ;., i
Equation 4.22

Updating the new state of the system after time step (At):

f —uf f
Vk,i,jlt_'_At = Vk,i,jlt + AV ; for ke{2, 7}
Equation 4.23
(b) If V3fl ; > 0, ie. the oxidizing phase is A15, then:
- AV = ; f.exp £l

Al5 consumption: AV, ; = — m1n(|Al/;)'i’j |, |avyii))

Equation 4.24
M .
SiO; formation: AV, . = —AV/, (“—15) 1. (&>
? S 3LJ \Ma1s Psioy

Equation 4.25

MoO:s formation: AV7fl I —AV3];.’ i~ AVSfl i
Equation 4.26

Updating the new state of the system after time step (At):

vl |

Sl =V A for ke{3, 5, 7}

t+At =

Equation 4.27

(c) If V4fl ; > 0, ie. the oxidizing phase is T1, then:
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T1 consumption: AV}, ; = — min(|aV,//S*®], |av 1))

i 4Lj L)
Equation 4.28
. . Mg;
SiO, formation: AV, . = —AV/, (ﬂ) 3 ==
2 4LJ \Mry Psio,
Equation 4.29
MoOs3 formation: AV7fl I —AVJL., I AVSfl j
Equation 4.30

Updating the new state of the system after time step (At):

il

Wl =Vl +avs for ke{4, 5, 7}

t+At

Equation 4.31

If V). . >0, ie. the oxidizing phase is T2, then:

1,i,j
s AV — ; f.exp fflux
T2 consumption: AV}, ; = — m1n(|AV1’iJ |, |AV1’LJ- |)
Equation 4.32
: e AV = A (pﬂ ) Msio,
SiO; formation: AV, ; AV ; ) 1. (—psmz)
Equation 4.33
s . f —_ _ayf (P2 Mg, 03
B20; formation: AV, . = —AV;; ; (MTz) 1 <93203)
Equation 4.34
MoO:s formation: AV7fl I —AVJL i AVSfL = AVJL i
Equation 4.35
Updating new state of the system after time step (At):
f —yf f
Veiil ., = Veusl +2Vey for kef1, 5, 6, 7)
Equation 4.36
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It should be noted that at any given cell, only one of the above four calculations
(a-d) will occur since these phases (T2, A15, Mo, T1) cannot coexist in a cell.
Since the simulations are carried out over sections of the microstructure,
boundary conditions were implemented. The bottom row is considered as
rigid, and the oxidation model runtime stops when the oxidation front reaches
the bottom most row. For the left and right boundaries, we apply a time-
dependent Dirichlet boundary condition wherein, at the beginning of each time
step, the left and right boundary values are assumed to be same as the left and
right edge values computed at the end of previous time step. In doing this, the
microstructure follows spatial continuity and thus the left and right columns
are treated in a way that maintains this continuity. In terms of implementation,
this is achieved by attaching two boundary columns (one to the left and one to
the right) to the simulation cell such that these columns are not a part of the
actual simulation domain and are meant only to provide environment to the
left and right most columns in the microstructure. At the beginning of each time
step, the left boundary column is changed to match the current state of the left
most simulation column and the right boundary column is changed to match

the current state of the right most simulation column.
4.5.2 Volatilization of MoOs

MoO:s, formed as an oxidation product, volatilizes as (MoO3)s trimer [217] and
can thus easily escape to the environment provided a path is available. In other

words, MoO; formed in a cell can be replaced by air that may be present in

neighboring cells. At the end of a time step, if a cell (i, j) has MoO;3 (i.e. v/ >

VAN
0), then displacement of MoO3 by air can occur if:
A0y \,f f f
Ai " Vouj T Vouj-1 T Vo > 0
Equation 4.37

If this condition is satisfied, then the state of the system is updated as:

vl =v) . andV/

0l gy — V7 7| ey = 0

new
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Equation 4.38

4.5.3 Modeling the lateral flow of glass

The borosilica glass formed after oxidation behaves as a highly viscous fluid at
high temperatures. At the end of a time step, flow steps are carried in the
simulation wherein no oxidation events happen, but if cell (7, j) contains glass,
then it can flow outwards to adjacent left (i, j-/) and right (i, j+1) cells provided
the elevation of glass in adjacent cells is lower than that in cell (i, j). This flow
can continue until the height of glass in all three cells is the same.
Mathematically, the outflow required from cell (i, j) to reach the same glass
level in all three cells is calculated as:

Outflow to left cell: AVL];"_giass = max {% (2hE", — hEL, — hED), 0}

Equation 4.39

Outflow to right cell: AVi’J;’fiaSS = max {% (2hE", —hE, = hED), 0}

Equation 4.40

where, AVi’;’g 4% represents change in volume fraction of glass in cell (i, /), h%%"

represents height of air in cell (i, j) and is the same as Vofl ; i.e, the volume

fraction of air in cell (i, j).

When operating on a cell (i, j) during a flow step, only the outflow is calculated
from that cell to adjacent cells and the new volume fraction of glass in adjacent
cells will be adjusted accordingly. This is enforced in Equation 4.39 and
Equation 4.40 by taking a flow value of zero in instances where a negative (i.e.
inward) flow may be calculated. The inward flow in a cell gets compensated
for when that cell becomes an adjacent cell to another cell with higher elevation.
For example, if elevation of glass in cell (i, j+/) is higher than that in cell (i, j),
then when operating on cell (i, j), zero outflow to (i, j+1) will be calculated but

when operating on (i, j+1), a positive outflow to (i, j) will be calculated.
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There can also be instances where the amount of glass present in (i, j) cell is not

sufficient to reach the same elevation in all cells (as shown in Figure 4.5) i.e,,

1/25-‘9 fass < (AVL];"_giass + AV;,’;ﬂass). In such a case, all the glass present in (i, j) cell
will flow out to adjacent cells in the proportion of outflows calculated in

Equation 4.39 and Equation 4.40.

f.glass
v/
gl gl J=
Outflow to left cell: AVLJJc 9% = max Vi];-g s, 0
: : /9 vay,

-1 ij+1

Equation 4.41

fol f.ol AVf,glass

. . ,glass __ ,gLass i,j+1

Outtlow to right cell: AV, /7™ = max V;; FoTase——Tgiass» 0
’ ’ AV 2y AV

Equation 4.42

where, AVig"_giaSS and AVi’;"_giass values on the right hand side of equations are the

outflow values calculated from Equation 4.39 and Equation 4.40 V791953 s the

7 l,]

total amount of glass (silica + boria) volume fraction present in cell (i, j) and is

equal to VJL it V6fl i

Furthermore, at any cell (i, j) the amount of outflow that occurs is also

dependent on the viscosity of glass in that cell (nf]l.ass) which is in turn a

function of the glass composition. Thus, while simulating the lateral flow, we
scale the outflows calculated above using a viscosity-dependent factor. The
experiment results in literature show that the viscosity of pure boria is almost

1000 times lower than that of pure silica. Taking pure boria as a reference, we

define a viscosity-based factor n7; = that is calculated at each cell

@72 n8,03)
to scale the glass outflow. This means that if the glass comprises of pure boria,
then all the flow calculated in above equations will occur whereas if it is a
mixture of boria and silica, then the flow will be less depending on the viscosity
of glass in that cell. At any cell (i, j), glass viscosity is calculated as:

nf}ass =A+B exp(C.fijioz)
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Equation 4.43

f [ Psioy
Vs,ij
I\ Msio,

is
vl (Psioz2), ,f (PB203
5L] MSiOz 6.LJ MBzOg

where, A = 4.04,B = 1.46 x 107*,C = 38.054, fswz _

the mole fraction of SiOz in the glass present in cell (i, /)

At the beginning of a flow step, the new state of system array is created as a
copy of the existing state of the system array and is then updated based on these

outflow calculations at each cell (i, j):

e Updating SiO2 & B2Os3 volume fraction in left cell:

f _uf Si0, f,glass
V5,i,j—1|neW - VS,i,j—llprev + fl AVLJ 1

Equation 4.44

(1 5102) AVfglass

61]1 = l] 1| ,j—1

prev

Equation 4.45
e Updating SiO2 & B2O3 volume fraction in right cell:

=v/

5,i,j+1|

v/

Sio, f.glass
5'i'j+1|new +fl AV,

prev i,j+1

Equation 4.46

v/

_vf 5102 f.glass
6,5Lj+11, .1, - V6,i,j+1| ( )AV

prev i,j+1

Equation 4.47

e Updating SiO2 & B2O3 volume fraction in (i, ;) cell:

f _f Sio f.glass f.glass
VSl} new VEEL} prev+fl Z(AVLJ 1 +AVL]+1 )
Equation 4.48
f _uf SI.OZ f.glass f.glass
Vgl =L (= @ + avge)
Equation 4.49
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Lateral flow of glass (viscous liquid)

. Solid
Class (T2,A15,M0,T1)

Actual state

The top level of (glass+solid) is equal in all cells
Equilibrium state

Outflow required from cell 0 to attain equilibrium:

Outflow Left: AV, %= 2 (2h{"™ — h§'™ — h§'™)

out,L

out,R

Outflow Right: AV = - (2R — hgir — hgir)

Not enough glass available to reach the equilibrium if Vg,ylass < pplolass, pyfglass,
state: All glass in cell O will flow outwards
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Figure 4.5. Modelling lateral flow of glass

4.6 Results & Discussion
4.6.1 Simulating microstructure evolution during oxidation

The oxidation modeling framework detailed in section 4.2- 4.5 was used to
simulate the temporal evolution of microstructure during oxidation of Mo-5i-
B alloys. Figure 4.6 shows the simulation results for alloy 711 which contains
70% Mo, 15% Si and 15% B. The alloy compositions are mentioned in Table 4.1.
The as-cast microstructure contains three phases: Mo-solid solution, A15
(MosSi) and T2 (MosSiBz). The oxidation simulation was done at 1100 °C using
a time-step of 0.1 seconds on a segmented microstructure with a pixel size of
0.0621 um. The state of the system array calculated at each time step captures
the volume fraction of all phases at each cell. The first row in Figure 6 shows
how the overall microstructure evolves as a function of oxidation time, whereas
the subsequent rows show the evolution of volume fraction phase maps for
individual phases. The Mo (ss) phase has the highest oxidation rate and does

not form any glass as it oxidizes. The simulation also shows that, as we go from
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t=0 s to t=10 s, the Mo (ss) phase that is exposed to air gets rapidly consumed
causing the formation of a pit due to (MoOs)s volatilization. On the contrary,
A15 forms silica and T2 forms borosilica glass upon oxidation and we observe
the formation of a glass layer on top of these phases. As seen at t=10 s and t=50
s, this glass also flows into the cavity created by Mo (ss) oxidation. As time
increases, the glass layer coverage over the surface becomes much more

uniform.

t=0s t=10 s t=50s t=300s

phase maps
Mo

Lo-
<C
C<
O
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oC\I
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 S—
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EU)
ol .
= | Q
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Figure 4.6. Oxidation simulation for alloy 711 (70% Mo-15% Si-15%B). The first row shows the
microstructure evolution as oxidation time increases (t=0 s, 10 s, 50 s, 300 s). Here, the phase
label at each pixel was decided based on which phase has the highest volume fraction at the
pixel. Rows 2-7 show the volume fraction phase maps of each individual phase as a function of
time. The color bar on right (spanning from 0 to 1) is mapped to the volume fractions.
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The individual phase maps of boria and silica at t=50 s and t=300 s show that
the glass that flowed into the Mo (ss) pits have a higher boria content
confirming that the boria containing glass undergoes larger flow during the

simulation due to its lower viscosity.
4.6.2 Effect of alloy chemistry on oxidation

The chemical composition of an alloy strongly affects its microstructure which
in turn affects the oxidation phenomenon and how the microstructure will
evolve during oxidation. The model developed in this work is a microstructure-
based model and while we can’t take the chemical composition directly as an
input, we can take the microstructures corresponding to different alloy
compositions as the input and then simulate their evolution during oxidation.
Figure 4.7 shows the oxidation simulation results over small microstructural
regions for seven different alloy compositions (a) 711: 70%Mo-15%S5i-15%B, (b)
721: 70%Mo-20%5i-10%B, (c) 811: 80%Mo-10%Si-10%B, (d) 821: 80%Mo-
13.33%S5i-6.66%B, (e) 711-15W: 55%Mo-15%W-15%Si-15%B, (f) 711-5Ta:
65%Mo-5%Ta-15%Si-15%B, (g) 721-5Ta: 65%Mo-5%Ta-20%Si-10%B. These
alloys have unique microstructures with different type, amount and
morphology of phases that are present. For example, alloy 811 and 821 have
large Mo (ss) phases whereas 711-5Ta & 721-5Ta do not contain Mo (ss) phase.
Figure 4.7 shows that microstructural evolution during oxidation occurs quite
differently for different alloys. 811, 821 and 711-15W alloys contain significant
amounts of Mo (ss) phases which when exposed to air quickly oxidizes to form
(MoO:s)s trimer which is volatile and leaves behind cavities. Moreover, the
oxidation of Mo (ss) phase does not form any glass layer and thus the
simulations a significantly lower thickness glass scale on these alloys as
compared to other alloys that contain less amount of Mo (ss) phases. The Ta-
containing alloys do not have any Mo (ss) phases and thus form a uniform and

thick glass layer quite early during the oxidation process.
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Figure 4.7. Oxidation simulation for seven Mo-5Si-B based alloys wherein small slices were
extracted from the actual microstructures to model the evolution. (a) 711: 70%Mo-15%S5i-15%B,
(b) 721: 70%Mo-20%Si-10%B, (c) 811: 80%Mo-10%Si-10%B, (d) 821: 80%Mo-13.33%Si-6.66%B,
(e) 711-15W: 55%Mo-15%W-15%Si-15%B, (f) 711-5Ta: 65%Mo-5%Ta-15%S5i-15%B, (g) 721-5Ta:
65%Mo-5%Ta-20%Si-10%B
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4.6.3 Oxidation kinetics

As the modeling framework here calculates the state of the system array
(containing volume fraction of all phases in each cell) at every time step, we can
calculate the specific mass change for each time step based on the changes in
volume fraction of phases. Figure 4.8 a shows the oxidation kinetics (mass
change as a function of time) for the seven alloys simulated in section 4.6.2, and
Figure 4.8 b shows the experimentally measured oxidation kinetics for the same
alloys. The model predicts that alloys 711 and 721 have similar oxidation
kinetics, which are in agreement with the experimental measurements also
wherein very similar mass change curves were obtained experimentally for
these alloys. The model predicts that the addition of Ta to 711 and 721 will not
have any adverse effect on the oxidation kinetics, whereas the addition of W
will significantly increase the oxidation kinetics. The experimental results also
show similar trends wherein the addition of 5% Ta to 711 and 721 actually
improves the oxidation resistance whereas the addition of W increases the
oxidation kinetics drastically. This shows that the oxidation model can capture
the effect of alloy chemistry on oxidation provided we have the alloy

microstructure that can be used as input for oxidation simulations.

Oxidation kinetics of Mo-Si-B based alloys
From model From experiments
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Figure 4.8. Oxidation kinetics for Mo-5i-B based alloys based on (a) oxidation simulations and
(b) experimental measurements.
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4.6.4 The effect of microstructure length scale on oxidation kinetics

To observe the effect of microstructural size scale on oxidation kinetics, we
performed the oxidation simulation on three micrographs that correspond to
the same alloy composition (Mo-14.2 at.% Si-9.6 at.% B) but differ in the size of
phases present in them. These micrographs (shown in Figure 4.9) were
obtained from Rioult et al [17] who had extracted these three samples from
different positions within the same ingot. Size 1 sample was extracted from the
ingot surface and has a finer microstructure since it experienced higher cooling
rate as compared to Size 2 and Size 3 samples that were extracted from regions
away from the surface. The model predicts a lower mass change for Size 1 than
Size 2 & 3, and predicts almost similar mass changes for Size 2 & 3 samples.
The experimental results from Rioult et al. [17] also show similar trends, albeit
the experimentally observed increase in oxidation kinetics is larger than that

predicted by the model.

Alloy
Mo-14.2 at% Si
-9.6at%B
SEM Micrographs
& Experimental
mass change

curves from Rioult
et. al.

(10.1016/j.actamat.2009.0
6.036)

Size1
—20 - —Size2
—— Size3
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0 200 400 600 800 1000
time(s)

Figure 4.9. Oxidation kinetics calculated for three different microstructural size scales of same
alloy composition [Mo-14.2 at.% Si-9.6 at.% B]. The SEM micrographs and experimental mass
change results were obtained from Rioult et al. [17]
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The smaller size of Mo-phase in Size 1 sample results in formation of smaller
pits after MoOs volatilization that can be filled relatively easily by the flow of
glassy scale as compared to the larger pits that form in Size 2 & 3 samples owing
to larger size of Mo-phase in them. This can also be seen in the microstructure
evolution in Figure 4.10 as predicted by the model, wherein a uniform glassy
scale starts appearing in Size 1 sample after around 50 s whereas it does not
appear in Size 3 sample even after 200 s. The microstructural evolution shows
that the flow of glassy scale is not able to keep up with the large MoO3
volatilization that happens in Size 3 sample due to the presence of large

continuous Mo phase regions.

Figure 4.10. Visualization of microstructure evolution during oxidation of Size 1 and Size 3
samples shown in Fig 9.
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4.7 Summary

We developed a CA model for modeling the oxidation behavior of silica
forming materials (specifically, Mo-Si-B based alloys). The CA model
developed over here differs from the traditional CA model in that a single cell
is assigned different fractions of multiple states. This allows us to ensure that
we capture the effects at a finer length scale than would have been normally
possible. This also allows us to factor in the differential reaction rates for the
different phases present. The model is based on phase consumption rates
obtained experimental inputs from the pure phases, which are already reported
in the literature, as well as from diffusivity values and oxygen permeability
through the glass. The rules for updating the state of the cell are based on the
phase fractions of each phase present in the cell as well as the conditions of the
neighboring cells (considered in a Von Neuman neighborhood). The model
thus developed could simulate the evolution of the oxide scale and the cross-
section microstructure as a function of time. The microscopic changes are
reflected in the states of the cell, which was then used to compute oxidation
kinetics where a good match was seen with the experimental data. We used
this model to assess the effect of alloy chemistry, where the effects of changing
the refractory metal content as well as Ta and W substitutions (which modifies
the microstructure and phase assemblages) were studied. Finally, we also
assessed the effect of the alloy microstructure length scale and demonstrated
the effect of microstructure on oxidation behavior of the material. The oxidation
behavior of Mo-Si-B alloys show a significant microstructural length scale
dependence with finer microstructures resulting in lower volatilization and
quicker scale coverage of the volatilized regions which in turn improved the
oxidation resistance. The model developed here, therefore, has the potential to
help tailor the alloy chemistry and microstructures to optimize the oxidation

resistance.
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Chapter 5 Oxidation behavior of refractory metal

silicides with boron additives

5.1 Introduction

Molybdenum silicides doped with boron have emerged as favorable
candidates for high temperature applications [17,177,218,219]. These alloys
form a glassy borosilica scale which can provide excellent oxidation resistance
at high temperatures in dry air [30,177]. The applicability of these alloys are
limited primarily by three factors - (i) presence of a brittle A15 phase which
neither affords ductility nor oxidation resistance [17,220,221] (ii) efficient
hermetic surface coverage by the glassy borosilica scale [17,63,220,221] and (iii)
moisture content in the environment [43,220] . In this work, we address the first
two aspects through controlled alloying of Mo-Si-B compositions. The choice
of W in destabilizing the A15 phase has been influenced by earlier works
[16,55,63]while the choice of alloying additions for improved scale coverage
has been motivated by the possibility of tuning the scale viscosity [171]. We
examine the efficacy of various alloying additions on oxidation resistance at
1100 and 1350 °C and demonstrate that the formation of a protective glassy
scale and subsequent hermetic surface coverage can be obtained by tuning the

scale chemistry through a control over the base alloy compositions.

Boron doped Mo-Si alloys form multiple phases as shown in Figure 5.1 that are
considered capable of providing oxidation resistance and mechanical

properties that depend on their composition. Metal rich solid solution phase in
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Mo-Si-B alloys provides toughness and MosSiB2 (T2) provides excellent
oxidation resistance as it forms a protective borosilica scale upon oxidation
[17,32,177]. This scale stays protective up to around 1300 °C [30,222]. Another
phase MosSi (A15) is brittle, imparts poor fracture toughness and does not
provide significant oxidation resistance [17]. Therefore, W and Nb addition to
Mo-Si-B alloys was done earlier to destabilize the detrimental A15 phase in Mo-
Si and Mo-Si-B alloys [16,55,63,223]. Akinc et al. [30] and Meyer et al. [26]
studied these alloys with compositions lying in region containing MosSis (T1),
T2 and A15 (shaded in green). The alloys in this region exhibit impressive
oxidation resistance but lack fracture toughness (2-4 MPa\m) [224]. Another
region that many researchers [6,17,30,31] have studied comprises of Mo(ss), T1
and A15 phases also known as Berczik triangle (shaded in orange) [40]. The
alloys in this region have good toughness due to presence of Mo(ss) [225,226].
Therefore, a three-phase microstructure with T1 phase, T2 and metal-rich solid
solution phase is desirable. The type and quantity of phases dictates the alloy
mechanical and oxidation properties and decides the scale composition under
certain environmental conditions. Therefore, it is important to carefully control

the substrate composition to get a protective and stable oxide scale.

................

10 20 [ 30 a0 50

Mo,Si~  MosSi;
at.% Si

Figure 5.1 Selected compositions marked on phase diagram of Mo-5i-B alloys at 1600 °C
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Karahan et al. [55] found that A15 phase in alloy with 70 at% Mo, 15 at% Si and
15 at% B destabilized by substituting 15 at% of Mo with W. But they observed
degradation in oxidation properties of the alloy at 1100 °C and some
improvement at 1400 °C. The properties degraded at lower temperature
because WO; that forms during oxidation does not show pesting below 1300 °C
unlike MoOs and stays on the substrate hindering the borosilica scale flow.
Complete volatilization of WO3 at 1400 °C imparting better flow and improved
oxidation resistance was reported [55]. Therefore, exploring the oxidation
behavior within 1300-1400 °C since a transition in the oxidation mechanism is
expected to occur in this range. Another important consideration is the amount
of metal content in the alloy. As enrichment in metal phase improves fracture
toughness (albeit with a concomitant loss of oxidation resistance), it is crucial
to investigate the region with high Mo content. Additionally, the right balance
of Si/B ratio impacts the scale properties, so, in this work, oxidation properties
of alloys rich in Mo with varying Si/B were studied [6,30]. SiO2-rich oxide
passivates and protects the substrate at higher temperatures. Due to its high
viscosity at lower temperatures, the flow of glassy scale becomes difficult.
Boron addition reduces the scale viscosity and increases flowability and surface
coverage. The scale viscosity above 1200 °C is influenced by two competing

factors: (i) evaporation of boria [213] which would make the scale more viscous

and (ii) accelerated diffusivity and mobility at elevated temperatures which

would make the scale less viscous.

Zeman et al. [171] reported that Ta which forms TaOs during oxidation
improved oxidation behaviour of Si based hard coatings. Additionally, it is
reported that the presence of Ta2Os in borosilica glasses increases their viscosity
[227]. Ta is an electropositive element (significantly more electropositive than
Mo or Si). Hence, Ta present in Mo-5i-B alloys can migrate to the oxide scale
resulting in the formation Ta>Os during oxidation leading to a change in oxide
scale chemistry and viscosity. Any change in viscosity will affect surface

coverage and oxidation properties of the alloys. To the best of our knowledge,
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reports on the effect of Ta addition on oxidation behaviour of Mo-5i-B are not

available. Therefore, we have studied the effect of Ta addition to these alloys.

In chapter 3, the effect of elemental additions on diffusion through SiO; and its
viscosity was studied where Al addition reduced the scale viscosity. Viscosity
is an important parameter that affects the protective nature of oxide scale. In
oxidation studies of pure MosSi phase alloyed with Al, Ochiai [173,221]
reported improvement in oxidation resistance as it reduced MoO3 pesting. In
another work, 1 mol % Al addition improved oxidation resistance of Mo-5i-B
alloys by forming a dense and complex Si-Al-O oxide in the temperature range
of 800 °C to 1300 °C [228]. In the selected compositions of alloys, Al addition can
modify scale composition, structure or viscosity and may improve oxidation

resistance. Therefore, the effect of Al addition was also studied.

In this work, different compositions of Mo-5Si-B alloys were investigated to

answer the following questions.

a. Itis known that with increase in Mo content, the ductility improves, but
oxidation resistance becomes a challenge. If Mo is increased from 70 to
80 at%, how will tungsten addition affect the oxidation resistance and
how much tungsten is needed to remove the A15 phase?

b. Since tungsten differentially partitions into T1 and T2 phases [63], will
the tungsten required also change with different Si to B ratio?

c. How will Ta and Al addition affect the oxidation behavior of the Mo-Si-

B alloys?

5.2 Materials and Methods

5.2.1 Experimental methods

Mo-Si-B based alloys with compositions mentioned in Table 5.1 were fabricated
using arc melting process. Material chunks with 299.5 % purity (procured from
Sigma Aldrich and Alfa Aesar) was weighed in the required amount and kept

on a water-cooled copper hearth inside the vacuum chamber. The materials
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were arc-melted in the presence of argon gas using a tungsten electrode. To
ensure homogeneity, each sample was remelted at least 10 times. Then the
samples were drop-cast to obtain cylinders. Samples with 80 at% and 70 at%
metal content were prepared with Si/B ratio as 1 and 2 for both series based on
compositions marked in Figure 5.1. Alloys with 70 and 80 at% Mo were
considered as baseline alloys. To observe the effect of W and Ta addition, 10,
15,20 at% W and 5 at% Ta was added at the expense of Mo such that the total
Mo+W or Mo+Ta content remains as 80 at% in 8 series alloys and 70 at% in 7
series baseline alloys. The naming of fabricated alloys was done such that the
first digit represents the total metal content, and the last two digits represent
Si/ B ratio. For example, alloy 811 has 80 at% Mo, Si/ B ratio equals to 1/1 and
for alloy 811-W20, 8 represents a total of 80 at% metal out of which 20 at% is W,
60 at% is Mo. The effect of Al addition on oxidation was studied by adding 5
at% Al to alloy 811 and 821 and the alloys were named as 811-5Al (76Mo-9.55i-
9.5B-5Al) and 821-5Al (76Mo-12.67Si-6.33B-5Al) (Table 5.1).

Table 5.1 Composition of fabricated alloys for oxidation studies

Alloy Mo (at %) | W (at %) | Ta (at%) | Al (at%) | Si(at%) | B (at %)
Nomenclature
711 70 - - - 15 15
711-W10 60 10 - - 15 15
711-W15 55 15 - - 15 15
721 70 - - - 20 10
721-W10 60 10 - - 20 10
721-W15 55 15 - - 20 10
811 80 - - - 10 10
811-W10 60 10 - - 10 10
811-W15 65 15 - - 10 10
811-W20 60 20 - - 10 10
821 80 - - - 13.33 6.67
821-W10 60 10 - - 13.33 6.67
821-W15 65 15 - - 13.33 6.67
821-W20 60 20 - - 13.33 6.67
711-5Ta 65 - 5 - 10 10
721-5Ta 65 - 5 13.33 6.67
811-5Al 76 - - 5 9.5 9.5
821-5Al 76 - - 5 12.67 6.33

The as-cast alloys were sectioned and polished using emery papers up to 2500

grit size followed by alumina polishing and ultrasonic cleaning in ethanol.
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Phase analysis was done by X-ray diffraction (XRD, PANalytical XPERT-PRO,
Cu-Ka radiation = 1.54 A) using powdered samples to identify the phases
formed. Rietveld refinement was done using GSAS II to quantify the phases

[214]. Microstructural characterization was done using Scanning Electron

Microscopy (SEM, JEOL-6610LV) and Energy Dispersive Spectroscopy (EDS).

The oxidation behavior of the alloys was studied at 1100 °C and 1350 °C in a pre-
heated tube furnace that was calibrated using multiple thermocouples.
Transient oxidation was done for short time intervals starting with 30 s of
exposure. After this, SEM and EDS analyses were done and then samples were
re-inserted in the furnace for the next 30 s making a total of 60 s of exposure.
This was repeated up to 120 s to observe the oxide scale evolution in initial
stages. At each step, the same region from the sample was carefully focused
under SEM to capture the change in oxide formation more precisely. The
oxidation kinetics were assessed over a period of 20 h. The change in mass was
measured using a microbalance by taking samples out from the furnace after
certain time intervals. The oxidized samples were further characterized using
XRD and SEM (to obtain cross-section micrographs from where the oxide scale

thicknesses could be measured).

5.3 Microstructures of Mo-Si-B alloys

The as-cast Mo-Si-B alloys 711, 811 and 821 constituted of Mo solid solution
(ss), MosSi (A15) and MosSiBx (T2) phases in different proportions as
mentioned in Table 5.2. The phases were identified from XRD analysis (Figure
5.2), and the phase quantification was done using Rietveld refinement with
GSAS II [214]. The lattice parameters for each phase for all alloys is mentioned
in Table 5.3. Mo(ss) was absent in alloy 721 and phases T1 (7.5 wt%), T2 (35.5
wt%) and A15 (57 wt%) were present. Addition of 10 at% tungsten eliminated
A15 phase and resulted in the formation of a 36.5 wt% Mo, W (ss) phase along
with 32.2 wt% T1 and 31.3 wt% T2. In alloy 711, the addition of 15 at% W
eliminated the A15 phase which is same as the amount reported by Karahan et

al. [55]. On increasing the amount of tungsten from zero to 10 at% and then to
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15 at%, the amount of T2 phase decreased in 711 alloy. When A15 destabilized
in alloy 721 at 10 at%, further tungsten addition minutely increased T2 phase.
In alloys 811 and 821, 20 at% W removed the A15 phase. Addition of 5 at%, 10
at% and 15 at% tungsten could not eliminate A15 phase and the amount of T2
phase decreased on increasing amount of tungsten and at 20 at% W addition
minute increment in T2 phase was observed similar to alloy 721. It clearly
shows that once A15 destabilizes, tungsten addition does not affect T2 phase
composition much. The increase in tungsten content also increases Mo-W solid
solution phase in all the alloys. Referring to the ternary phase diagram in Figure
5.1, it shows that higher Mo/Si ratio promotes A15 formation. When tungsten
is added Mo-W solid solution forms that reduces the effective Mo/Si ratio for
intermetallic formation. This promotes the formation of T1 phase at higher
tungsten content which is associated with significantly more Mo-W solid

solution.

The compositions 811, 821 and 711 marked in phase diagram lie in the regions
where A15 phase is stable. At fixed Si/ B ratios, the Mo content must reduce so
that the compositions shift to region the regions where A15 phase is not stable.
In alloy 811, A15 is present and if Mo content is changed to 60 at% keeping Si/B
ratio as 1/1, then the composition will shift to the region where A15 is not
present (as shown using green circle in Figure 5.1). In this case the Mo content
is reduced by substituting it with 20 at% tungsten. Similarly for alloy 711 with
70 at% Mo, addition of tungsten greater than 10 at% will shift the composition
to that region. Table 5.2 shows that solid solution phase increases as W content
is increased from 10 at% to 20 at% in alloys with 80 at% metal content. The
partitioning of W into a phase can be explained based on the Meidema
interaction parameters. The Miedema interaction parameter for W in Si is -110
kJ/mol, Si in W is -102 kJ/mol, Mo in Si is -126 kJ/mol and Si in Mo is -120
kJ/mol. This indicates that Mo-Si interactions are strongest [229]. Since W in Si
has higher enthalpy than Mo in Si, formation of W-5i bonds in A15 will increase
its formation enthalpy. According to Karahan et al. [55], when W is added, most

of it partitions into Mo (ss) and T2 phases because Mo-Si interaction is stronger
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than W-Si interaction [230,231] and when W goes into solid solution and T2
phase, the number of Mo-Si bonds in Tl phase remains higher. The

microstructures of as-cast alloys are shown in Figure 5.3 and Figure 5.4.
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Figure 5.2 X-ray diffraction showing phases present in each alloy. M0sSi (A15) phase eliminated
after the addition of 20 at% W in alloy 811 and 821 with 15 at% W in alloy 711 and with 10 at%
W in alloy 721.
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Figure 5.4 SEM (SE mode) images of as-cast (a) 711 (b) 711-W15 (c) 721 and (d) 721-W10 alloys.
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Table 5.2. Weight percent of phases present in Mo-Si-B based alloys and the lattice parameters.

Alloy |a-Mo,W (SS)| MosSi (A15) | MosSis (T1) | MosSiB: (T2)
711 7.6+0.14 454 +0.22 - 47 +£0.19
711-W10 | 27.6 £0.21 16.4 +£0.28 - 56 +0.29
711-W15 34+0.29 - 13.5+0.46 52.5+0.41
721 - 57+0.25 7.5+0.24 35.5+0.21
721-W10 | 36.5+0.26 - 32.2+0.34 31.3
721-W15 38 +0.22 - 29.4+0.29 32.6+0.25
811 48.8 +0.31 12.7+0.29 - 38.5+0.34
811-W10 | 50.3+0.36 16 £0.37 33.7+0.43
811-W15 | 61.6 £0.42 10.7 £0.31 - 27.7 £0.51
811-W20 | 61.3+0.61 - 10.3+0.7 28.4+0.63
821 463 +0.24 37.6 £0.23 - 16.1£0.22
821-W10 | 34.5+0.31 41.7 + .38 - 23.8+0.4
821-W15 | 42.1+0.28 34.5+0.32 - 234 +0.33
821-W20 | 56.3 +£0.01 - 19+ 0.01 247 +£0.01
Table 5.3. Lattice parameter of each phase in various alloy compositions
Alloy |a-Mo,W (SS)| MosSi (A15) | MosSis (T1) | MosSiB (T2)
711 a=23.134 a=4.89% - a=b=6.0209
c =11.0564
711-W10 a=3.142 a = 4.8998 - a=b=6.0333
c =11.0647
711-W15 a=23.154 - a=9.6685 a=b=6.0525
c =11.0954
721 - a=4.8918 a=9.6299 a=b=6.0348
c =11.0759
721-W10 a=23.142 - a =9.6394 a=b=6.0367
c = 11.0668
811 a=3.137 a=4.9001 - a=b=6.0235
c =11.0571
811-W10 a=3.135 a = 4.8887 - a=b=6.0126
c =11.0341
811-W15 a=3.157 a =4.9203 - a=b=6.0539
c=11.1131
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811-W20 a=23.136 - a=9.6078 a=b=6.0107
¢ =11.0303

821 a=23.139 a =4.9057 - a=Db=6.0342
c =11.0840

821-W10 a=3.141 a=4.9012 - a=b=6.0329
c =11.0675

821-W15 a=23.144 a =4.8993 - a=Db=6.0348
c=11.0624

821-W20 a=3.158 - a =9.6956 a=Db=6.0644
c=11.1115

In alloy 711, 5 at% Ta addition (alloy 711-5Ta) resulted in a three-phase alloy
with Mo (ss), A15 and T2 phases. The Miedema interaction parameter for Ta in
Si was reported as -217 k] /mol, -197 for Ta in Si, -20 kJ/mol for Ta in Mo, -19
kJ/mol for Mo in Ta, -126 kJ /mol, -322 for Ta in B, for Mo in Si and -120 kJ /mol
for Si in Mo [229,231]. This indicates that Ta-Si interactions are strongest as
compared to Ta-Mo or Mo-Si. The interaction parameter of Ta with B was even
higher. As alloys 711-5Ta and 721-5Ta have A15 and T2 phases where equal
number of metal-Si bonds are possible, Ta would prefer to partition into these
phases Ta-Si bonds increase. Additionally, as the Ta-B interactions are very
strong, it would prefer to segregate in T2 phase where B is present. EDS maps
suggest the preferential segregation of Ta to T2 phase. Figure 5.5 shows SEM
microstructures and XRD results of as-cast alloys showing the present phases.
In alloy 711-5Ta, T2 phase was present as large grains while A15 and Mo(ss)

are present as eutectic mixture.
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Figure 5.5 Microstructure (BSE mode) of as-cast (a) 711-5Ta alloy, (b) 721-5Ta alloy and (c) XRD
results (d) liquidus projection of Mo-5i-B phase diagram [13]

5.4 Transient oxidation behaviour

5.4.1 Temporal evolution of the oxide scale

Oxide evolution in Mo-Si-B alloys with addition of W, Ta and Al was observed
using SEM and EDS analysis at 1100 °C and 1350 °C. The as-cast alloy 811
consisted of Mo(ss), MosSiB> (T2) and MosSi (A15) phases as shown in Figure
5.6. As these alloys consisted of multiple phases, the oxidation mechanism can
be explained by considering the behaviour of individual oxides that are formed
during oxidation at these temperatures. The oxidation reactions in initial stages
when oxygen partial pressure is high are as mentioned below [46]. The free
energy change values (in kJ/mol) were calculated using JANAF tables [216]
only for those equations for which the data was available. The first value shows
free energy change at 1100 °C and the second was calculated at 1350 °C for all

equations.
104



2Mo + 30, > 2M005 ; AG = —203.683; —135.592
Equation 5.1
2M05Si + 110, —» 6M00; + 2Si0,; AG = —1221; —989.684
Equation 5.2
MosSiB, + 100, - 5M00; + Si0, + B,04

Equation 5.3

Once the oxide layers form and starts to thicken, partial pressure of oxygen

decreases resulting in the following reactions [47,48]:
Mo + 0, = MoO,; AG = 0.347; 95.409
Equation 5.4
Mo3Si + 40, - 3Mo0, + SiO,; AG = —551.841; —433.185
Equation 5.5
2MosSiB, + 150, » 10M00, + 2Si0, + 2B,0,
Equation 5.6

When W is added to the system, following oxidation reactions in the
temperature range of 800 to 1300 °C are possible as suggested by Karahan et al
[55].

Mo, W;_, + ;02 — xMo0O5; + (1 — x)WO05
Equation 5.7
2(MoyW,_y)sSiz + 210, = 10yMo0; + 10(1 — y)WO0; + 6Si0,
Equation 5.8
(Mo, W;_,)sSiz + 30, = 5yMo + 5(1 — y)W + 35i0,
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Equation 5.9
2(Mo,W,_,)sSiB, + 50, = 10zMo + 10(1 — 2)W + 25i0, + B, 05
Equation 5.10

Based on the equations discussed above, the following equations are possible

with Ta addition to the system.

(x+5) 1-x)
Mo,Ta,_, + > 0, » xMoO; + 2 Ta,0s
Equation 5.11
By +19) 31 -y)

(MOyTal_y)3Si + TOZ - 3yM003 + TTCZ205 + SLOZ

Equation 5.12

When Al is added to the system, the additional possible reaction is [54]:

3Mos(Si Al;_,) + (28.5 — 16.5x)0,
il XMOSSig + 15(1 - x)Al203 + (9 - 5x)M003

Equation 5.13

MosSi and MosSis phases form MoOs and SiOz oxides. MosSi forms porous SiO2
scale with poor oxidation resistance. Additionally, higher Mo content in these
phases [32] leads to the formation MoOs; which volatilizes around 700 °C.
Oxidation studies on MosSiB2 by Yoshimi et al. [232] in the temperature range
of 700-1400 °C showed formation and volatilization of MoO3 below 800 °C with
slight mass gain. In our work, when the alloy 811 was exposed to 1100 °C for 30
s, the region with Mo(ss) phase started appearing as depressed regions (Figure
5.6 where all images SE images). The surrounding regions with T2 and A15
phases showed the formation of oxides. The topographic profile of the oxidized
surface indicates loss of Mo region which could be due to the formation and
evaporation of its oxides similar to what was observed in the existing studies
[17,55]. As the exposure time increased to 60 s, increased oxidation was

observed. Exposure after 90 s and 120 s showed SiOz rich scale formation with
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very little coverage of Mo rich regions. Exposure of the same alloy at 1350 °C
for 20 s revealed brighter, uniform and smooth oxide formation on the T2
phase. After 60 s of exposure, the amount of oxidation increased, and the SiO»-
rich scale started covering the sample surface. The T2 phase contains boron
which results in formation of BoO3 and has tendency to reduce viscosity of the

borosilica scale [6].

As viscosity decreases, the diffusivity increases, in accordance with Stokes-
Einstein relation; hence the oxygen penetration through the scale increases
leading to further subsurface oxidation. However, at high temperatures above
1200 °C, B2Os starts evaporating, which can affect the viscosity of scale [6]. The
overall viscosity is balanced by the temperature and scale composition. On
increasing exposure time to 90 s and 120 s, EDS maps showed the presence of
Mo and oxygen on regions where T2 was present which indicates formation of
oxides of Mo in the scale and incomplete surface coverage with protective SiO»-
rich scale. This suggests the formation of oxides of Mo possibly MoOz or MoOs
in the scale. When the alloy 821 with higher Si/B ratio was exposed to 1100 °C,
Mo(ss) regions showed depression like the alloy 811. The other regions formed
oxides with fine pores which could not cover the depressed regions even after
120 s of exposure. This alloy has lower boron content as compared to the 811
alloy resulting in higher scale viscosity and reduced flow at this temperature.
On increasing temperature, the glassy scale was able to flow and fill the
depressed areas. The flow of the glassy scale is clearly visible in the SEM images
shown in Figure 5.6 on comparing images at 30 and 60 s. In alloy 821, at 1100
°C, the lower temperature and less boron content in the substrate contributed
to higher viscosity and reduced scale flow. Consequently, more oxidation and

greater pesting of Mo can occur under such conditions.
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Figure 5.6 Temporal oxide evolution in 811 and 821 Mo-Si-B alloys (SEI mode) at 1100 °C and
1350 °C. Here, 8, 11 and 21 represent 80 at% Mo, Si/B ratio as 1/1 and 2/1 respectively.

Alloy 711 showed oxide formation on each phase like alloy 811. At 1100 °C, T2
phase which solidified as dendrites and also present as a eutectic mixture with
A15 and Mo(ss) started to form brighter oxide scale (Figure 5.7). Mo(ss) initially
showed depression due to volatilization of (MoOs3)s oxide and then slowly got
covered with SiO»-rich scale after 90s. The oxide scale formed on T2 present as
eutectic mixture appeared smooth and the scale formed on A15 phase appeared
porous. This was consistent with the studied reported by Karahan et al. [55]
and Rioult et al [17]. The oxidation of 711 at 1350 °C occurred much faster and
a dense oxide scale covered the surface within 90 s of exposure. The Mo(ss)
phase was missing from alloy 721 and it consisted of T1, T2 and A15 phases. As
the sample oxidized for 30 s at 1100 °C, smooth silica scale formed on T2 phase

and globular oxides appeared at some regions. T2 is MosSiBz with boron in it
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that results in the formation of borosilica glass. The presence of B2Os enables
the scale to flow and form a smooth scale. Mo3Si (A15) and MosSis phases form
SiOz without any B2Os in it resulting in the formation of a viscous scale that
doesn’t flow quite as readily which could lead to a relatively granular scale
appearance on these phases. On increasing exposure time, the oxide scale
completely covered the sample surface. This oxide scale covers the substrate
and protects against oxidation depending on its structure. SiO; scale that forms
on MosSi (A15) phase is porous [17] and oxygen can permeate through them.
To eliminate MosSi phase, effect of W addition was studied and is discussed

below.

Figure 5.7 Temporal oxide evolution in 711 and 721 Mo-Si-B alloys (SEI mode) at 1100 °C and
1350 °C. Here, 7, 11 and 21 represent 70 at% Mo, Si/B ratio as 1/1 and 2/1 respectively.
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On addition of W to these alloys, the observed temporal evolution of the oxide
scale was similar to the results reported by Karahan et al [55] and Ouyang et al
[16]. During casting of these alloys, W mostly forms solid solution with Mo and
upon oxidation it forms WoOs; which is non-volatile at temperatures below
1300 °C. In both 811-20 and 821-20 alloys in which 20 at% Mo was substituted
with 20 at% W, the Mo(ss) phase showed oxidation and volatilization of Mo for
120 s in 811-20 and for 60 s in 821-20 at 1100 °C (Figure 5.8). After 90 s of
exposure, alloy 821-20 showed protruded oxide formation on Mo(ss) region
due to formation of non-volatile WoOs at this temperature [55]. SiO2-rich oxide
scales formed on other phases but could not cover the entire surface as the SiO>
scale has lower viscosity at this temperature and WO3 hinders the scale flow
that leads to a non-protective oxide scale formation [55]. At 1350 °C, similar
behaviour was observed for both the alloys up to 30 s after which oxide scale
formation occurred on the entire surface. These oxides were mixtures of Mo, W
and Si oxides with a porous appearance. According to work by Karahan et al.
[55] and Ouyang et al. [16], (WOs3)s volatilizes like (MoO3)s trimer in 1300-1400

°C temperature regime[16,55].

In our work, rapid oxidation of all species occurs and since the oxide scale is
porous, it provides an easy pathway for oxygen penetration. Hence, oxide
formation and evaporation of volatile oxides can occur easily through these
pores. This indicates continuous oxide formation and evaporation under such
conditions. Alloy 711-W15 showed similar behaviour which was consistent
with the studies by Karahan by et al. [55]. In alloy 721-W10, addition of only 10
at% W removed A15 phase and not much oxidation was seen in first 30 s of
exposure at 1100 °C. Oxides formed on these phases after 60 s and covered the
entire surface with the scale showing discontinuity as shown in Figure 5.9.
Black regions started to appear, indicating depressions due to volatilization of
(MoO:s)3) oxide. At 1350 °C, finger-like oxides with gaps in between covered the
sample surface. This indicates rapid oxide formation without much SiO; glassy
scale flow during oxidation. Silica has high viscosity and the presence of boria

along with increased helps it to flow. But boria has tendency to evaporate above
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1200 °C which again reduces the scale viscosity making the flow difficult and

reduced substrate coverage with protective scale.
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Figure 5.8 Temporal evolution of oxide in alloys (SEI mode) containing 20 at% W. Here, 8, 11
and 21 represent 80 at% Mo+W, Si/B ratio as 1/1 and 2/1 respectively.
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Figure 5.9 Temporal evolution of oxide in alloys (SEI mode) containing 20 at% W. Here, 7, 11
and 21 represent 70 at% Mo+W, Si/B ratio as 1/1 and 2/1 respectively.
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Figure 5.10 Oxide evolution in Mo-Ta-5i-B alloys (SEI mode) at 1100 °C and 1350 °C. Here, 7, 11
and 21 represent 70 at% Mo, Si/B ratio as 1/1 and 2/1 respectively.

In alloy 711-5Ta which had 5 at% Ta, no change in microstructure was seen up
to 60 s of exposure at 1100 °C (Figure 5.10). After 120 s, SiO»-rich oxide started
to cover the sample surface. At 1350 °C, silica rich oxide formed on T2 phase
and the eutectic region with Mo(ss) and MosSi region started appearing darker
indicating loss of Mo in form of oxide. SiO»-rich scale started to appear in the
eutectic region after 60s of exposure. EDS maps indicated the presence of Ta in
oxide scale which was due to the formation of Ta2Os as confirmed by XRD
analysis later. Alloy 721-5Ta showed similar oxidation behavior as 711-5Ta.
After 30 s of exposure at 1350 °C, a difference in contrast within oxide scale was
observed which indicates oxide formation and start of glassy flow in some
regions. Oxide evolution was also studied in alloys 811-5Al and 821-5Al at 1100
°C and 1350 °C as shown in Figure 5.11. The oxides evolved like the base alloys
811 and 821 where Mo (ss) phase formed MoOs; and A15, T2 phases formed

SiOz-rich oxides. Al present in the alloy causes formation of Al,Os oxide as
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reported by Paswan et al. [54]. After exposure of alloy 821-5Al for 60 s at 1350
°C, needle like Al-rich flakes started to appear on the sample surface. After 120
s, Mo(ss) appeared as depressed region covered with a-Al2O3 needles. Paswan
et al. [54] observed similar structures of 3A1,03.25i02 during oxidation of Al
containing Mo-Si-B alloy at 1150 °C. The borosilica scale covered only T1 and
A15 regions of the sample as indicated by EDS maps. In alloy 811-5Al also,
silica could not cover Mo(ss) regions leading to excessive oxidation and mass

loss due to MoQOs volatilization.

76M0-9.5Si-9.5B-5A1 1100 °C 76M0-12.67Si-6.33B-5A1 76M0-9.5Si-9.5B-5A1 1350 °C 76Mo-12.67Si-6.33B-5Al

30s |

90s

12ps!

Figure 5.11 Temporal oxide evolution of Mo-Al-Si-B alloys at 1100 and 1350 °C. 5 at% Al was
added to the alloys keeping the Mo/Si/B ratio as 8/1/1 and 8/2/1.
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5.4.2 Understanding oxidation pathways

Mo-S5i-B alloys undergo different oxidation stages, and during transient stage
Mo oxidizes to form volatile MoOs with rapid linear mass loss. Later, Si
containing phases Mo3Si, MosSis and MosSiB2 supply Si and B to form
borosilica that covers the surface and reduces inward oxygen diffusion [6]. But
at lower temperatures the oxide scale does not passivate. Helmick et al [233]
observed catastrophic oxidation and bubbles in oxide scale due to MoOs3

volatilization at 800 °C.

formation scale
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Figure 5.12 Effect of W addition on glassy oxide flow formed during oxidation of Mo-5i-B alloys

For alloys 811, 821, 711 and 721 the oxidation for 20 hours resulted in the
formation of borosilica scale at the top as shown in the schematic in Figure 5.12.
The glass formed on silicon and boron containing phases flows and covers the
sample surface including the depressions formed on Mo phase due to its
volatilization. However, the rates of oxides formation and glass flow were
different for every alloy. For example, if we compare the mass change plots of
alloys 711 and 721 in Figure 5.14, the mass loss is relatively lesser in 721 at both
temperatures. In this alloy, Mo (ss) is absent, and it has three phases that can
provide SiO; to the oxide scale. Additionally, the weight percent of T2 phase
which is source of boron is lesser in alloy 721 (35.5 wt%) than in alloy 711 (47
wt%). When oxidation starts, 711 can provide large amounts of boria than alloy

721 and may result in faster enrichment of silica scale in boria. Figure 5.7 shows
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the oxide evolution in two alloys at 1100 and 1350 °C. Alloy 711 shows a more
uniform oxide formation than alloy 721 at the end of 120 s which indicates
better initial spread of borosilica scale in alloy 711. This agrees with the
observations in the existing literature [6,234]. SiOz-rich scale prevents oxygen
diffusion, but overall oxidation depends on scale porosity, surface coverage
and scale passivation which is explained in the next section 5.5. In W containing
alloys, a discontinuous borosilica scale was observed. It was found in earlier
studies that it forms WO; which hinders the glassy scale flow resulting in

reduced surface coverage as can be seen in the schematic [16,55].
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Figure 5.13 Effect of Ta addition on oxidation mechanism in Mo-5i-B alloys

When Ta is added, it forms Ta;Os which was confirmed from XRD analysis
after oxidation. The proposed oxidation mechanism for Ta addition to Mo-5i-B
alloys is shown in Figure 5.13. As Ta partitions into A15 phase, it forms Ta205
in addition to borosilica scale. As oxidation proceeds, borosilica scale above
A15 grains gets enriched in Ta>Os which increases scale viscosity and oxygen
diffusion through the scale slows down. The borosilica scale formed on
surrounding T2 grains starts to flow on A15 phases and then scales interact

with each other resulting in formation of homogenous borosilica scale with
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TaxOs oxide. The scale spreads on the entire surface of the sample and mass
change stabilizes. The effect of Ta addition on oxide structure and flow

properties is discussed in detail in the next section.

5.5 Long-term oxidation behaviour
5.5.1 Effect of temperature

The fabricated alloys were exposed to 1100 °C and 1350 °C and mass change per
unit area was recorded at different time intervals up to 20 h. Plots for base
alloys 811, 821, 711 and 721 are shown in Figure 5.14. The effect of temperature
on long term exposure of the alloys is clearly visible. Alloy 811 which
constituted of Mo (ss), A15 and T2 phases showed lower mass loss per unit area
at 1100 °C than that at 1350 °C. The formation of glassy SiO.-rich scale was
observed at both temperatures with average oxide scale thickness of
approximately 80 pm. The alloy experienced initial mass loss due to the
formation and volatilization of oxides of Mo followed by mass gain due to
formation of SiO2 oxide. The glassy SiO:z is highly viscous which prevents

oxygen inward diffusion helping in mass change stabilization and flattening of

the curve.
T . T . T 0.01 — T T T T
& 0.0 1& - = -711-1100 °C
£ ?’ £ - e -721-1100 °C
o e T o o | - & -711-1350 °C| |
=) ACX'-»‘—; S T ;: =) i k- . - v -721-1350 °C
© .01 * TRl e | O T i Wi
o A o)) A% ; akaaliato .
£ X - = -811-1100 °C = B e T
A - o -821-1100 °C -0.014 LR 1
= A, L - - - - - - - - - - - = a
o - - & -811-1350 °C o
o -0.2- A, - v -821-1350°C| 4
73 ~ oy 7}
© N e ©
= <= -0.02 _
b
-0.3 T & T T T T T T T T
5 10 15 20 0 5 10 15 20
Time (h) Time (h)

Figure 5.14 Mass change per unit area for (a) 811, 821 alloys and (b) 711, 721 alloys at 1100 and
1350 °C
Increase in temperature from 1100 °C to 1350 °C resulted in rapid oxidation and

evaporation of MoO; oxide till the stable glassy scale formed. Presence of Mo
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oxide was observed beneath a thin top layer of SiO: scale indicating its
evaporation during oxidation until the stable SiO; scale covers the surface at
1350 °C. The oxide layer stabilized faster at 1100 °C as observed from the mass
change plot in Figure 5.14. These alloys contain B which is known to lower the
viscosity of SiOz glass [235]. This helps in faster spreading of oxide scale and

shorter transient period.

Alloy 821 where Si to B ratio is 2, showed higher mass loss at 1350 °C in
comparison with exposure at 1100 °C. Lower B content in 821 than that in 811,
may lead to more viscous scale formation during oxidation. Due to high scale
viscosity, the flow becomes difficult which may lead to improper surface
coverage and rapid oxidation. On the other hand, viscous scale can make
oxygen penetration through the scale difficult which could be a possible reason

for lower mass loss in alloys 811 at 1100 °C.

The oxide scale thickness formed on alloy 821 at 1100 °C and 1350 °C is 236 pm
and 93 pm respectively as shown in Figure 5.15. Mo was detected in oxide scale
formed at 1100 °C after 20 h of exposure. This indicated continuous evaporation
of MoQOs similar to what was observed in the existing work on Mo-5i-B alloys
[16,55] resulting in mass loss. The initial mass loss at 1100 °C was faster and
oxide layer was thicker than 1350 °C. Later, the mass loss was compensated by
the formation of more oxides. At 1350 °C, Mo was not observed in the oxide
scale after 20 h indicating the formation of stable SiO»-rich oxide layer. The top
oxide scale appeared smooth and uniform without any Mo inclusions. The
overall mass change in alloys during oxidation depends on losses due to

evaporation of oxides and mass gain due to formation of oxides.
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Figure 5.15 Oxide scale thickness in 811 and 821 alloys at 1100 and 1350 °C

Alloys 711 and 721 with Si to B ratio as 1 and 2 respectively consisted of
different phases. Mo (ss), MosSi (A15) and MosSis (T1) phases were present in
711 and Mo (ss) was completely absent from the alloys 721 with presence of
MosSi (A15), MosSis (T1) and MosSiBz (T2). At higher oxidation temperature,
the alloys 711 showed lower mass loss as compared to 1100 °C. The SEM and
EDS analysis of the cross section showed a smooth SiO»-rich oxide scale at 1350
°C while the oxide scale was rich in Mo at 1100 °C as shown in Figure 5.16. This
indicates slow SiO; scale formation resulting in higher MoOs3 loss at 1100 °C.
The alloy 721 showed lower mass loss and a thin stable SiO»-rich oxide scale
indicating better oxidation properties at both temperatures than alloy 711. At
1350 °C, the mass loss after 20 h was minimum and the oxide scale stabilized
faster than 1100 °C. The alloys 721 has absence of Mo(ss) phase and T1 phase
was present unlike other alloys. Absence of Mo(ss) phase can make MoO3

formation and evaporation difficult providing faster surface coverage. The
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oxide layer as shown in Figure 5.16 shows glassy SiO»-rich scale without any

inclusions with oxide scale thickness of 26 pm at both temperatures.

711-1350°C

711-1100°C
~59 um

~51um

721-1100 °C 721-1350°C

~26 um

Figure 5.16 Oxide scale thickness in 711 and 721 alloys at 1100 °C and 1350 °C

5.5.2 Effect of refractory metals: W and Ta

Refractory metals W and Ta were added to Mo-Si-B alloys to observe their
effect on oxidation behaviour. The alloy 811-W20, 821-W20, 711-W15 and 721-
W10 containing W were selected as these alloys were free from A15 phase.
During oxidation, rapid mass loss occurred at both temperatures as indicated
by mass change curves in Figure 5.17. W forms WOs during oxidation which
volatilizes as (WO3); trimer like (MoOs)s, but only at temperature ranging
between 1300-1400 °C [236]. Yoon et al [237] reported that WOs3 in borosilica
scale hinders scale flow leading to poor surface coverage. Karahan et al. [55]

reported similar observations for borosilica scale flow during oxidation of alloy
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711 with 15 at% W. In this work, oxidation resistance reduced on addition of
W as it forms WOs3 which impedes borosilica flow. Formation of protruded
regions was clearly visible in SEM images of samples oxidized at 1100 °C as
discussed in previous section. In alloy 811-W20, the initial mass loss at 1350 °C
as can be seen in Figure 5.17 is slightly higher than that at 1100 °C. It was
because of faster evaporation of MoOs; and WOs trimers with increased
temperature. Karahan et al. [55] plotted vapor pressure of these oxides to
understand their volatilization behaviour. It was reported that the vapor
pressure of MoQOj3 is higher than WO3 and B2O3 at 1100 °C and thus it evaporates
easily. As the temperature reaches above 1300 °C, the vapor pressure of WOs3

increases sufficiently allowing its easy volatilization from the surface.

For alloy 811-W20, as the oxidation time increased mass loss was much higher
and rapid at 1100 °C than at 1350 °C. As the temperature increased above 1300
°C, volatilization of WO3; and better surface coverage by borosilica scale
occurred. XPS analysis after 120 s of oxidation during transient stage did not
show presence of WOs3 in the scale. However, a stable SiO»-rich oxide scale
could not form on any alloy system after long exposure and the overall mass
loss increased drastically. The surface coverage depends on scale viscosity
which again depends on temperature and composition of the scale. For
example, the entrapped WO3 hinders the flow of the glassy scale and Ta>Os
increases scale viscosity. To study this effect, the alloys with different Si/B ratio
with and without elemental additions were studied and discussed in section

§6.5.3 to §1.5.5.

For alloys, 711-W15 and 721-W10, large degradation of samples occurred
within 2 h of oxidation at 1100 °C. The mass change is the overall effect of mass
loss due to evaporation and mass gain due to oxides formation showing an
overall mass loss of 100 mg/cm? and 90 mg/cm? for 711-W15 and 721-W10
respectively at the end of 1.5 h.

121



15

T T T . . '
0.0 B 0.0 ?vvw,i‘ & ]
— e .
NE ..}\ N 2 o o
‘T ER . A E ., e
($) \ N\ A ) 0.2 S - g
= -0.2- \ St _— 19 .. R
2 : @ e ~A [*))
b \ \ o A ~— \
8-, vy = -sa g, \.
g 0.4 - g -0.4+ g - ® -711-W15-1100 °C
S £ | - & -721-W10-1100 °C
2 - = -811-W20-1100 °C o | -4 -T11W151350°C
3 -0 6- - e -821-W20-1100 °C i g '0.6“ ; - v -721-W10-1350 °C Il
c ~ & -811-W20-1350 °C e :
= - v - 821-W20-1350 °C s ‘x
& 0.8 p ]
-0.81= , . . | |
0 5 10 0 E rs
Time (h) Time (h)

Figure 5.17 Mass change plots with W addition to 811, 821, 711 and 721 alloys at 1100 and 1350
°C. 20 at% Mo was substituted with W in 811 and 821 alloys; 15 at% Mo was substituted with
W in 711 and with 10 at% W in the alloy 721.

The effect of Ta addition was studied by substituting 5 at% of Mo with Ta in
alloys 711 and 721. These alloys consisted of three phases Mo(ss), A15 and T2
with Ta preferentially going to T2 phase as indicated by EDS maps. As
discussed in the previous sections, Ta-Si bonds are more favorable than Ta-Mo
or Mo-Si bonds. Therefore, Ta prefers to go to T2 phase to form a greater
number of Ta-Si bonds. Mass change plots of these alloys are shown in Figure
5.18. It is clearly visible that the addition of Ta results in lowering the mass loss
at both temperatures. Alloys 711 and 721 with Ta addition exhibited slight
initial mass loss for a short duration and then became constant. The
stabilization of oxide scale was faster at 1100 °C than at 1350 °C. According to
Talmy et al. [238], the oxidation resistance increases with increase in cation field
strength which is given by Z/r? (Z is valance electrons and r is the ionic radius).
When a transition metal is present in borosilicate glass the liquid immiscibility
increases with increase in cation field strength. As Ta has high ionic strength, it
forms a strong bond with oxygen. This breaks Si-O bonds and modifies the
glass structure resulting in the formation of independent Ta-O units [227]. Due
to this, there are two liquid phases, one with Ta-O rich units with some Si and
the other with Si-O units with some Ta co-exist in glass [227]. The phase
separation due to immiscibility leads to increased viscosity of glass [239]. Now
as viscosity increases it affects the surface coverage and diffusion through the

scale. Higher viscosity leads to reduced flow and poor surface coverage which
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promotes oxidation by providing exposed surface. On the other hand, high
viscosity reduces oxygen penetration through the oxide scale and reduces
oxidation. In case of alloy 711-5Ta in which Mo(ss), T1 and A15 phases were
present, the SEM images showed very little oxidation in first 30 s of exposure
at 1100 °C. As the time increased to 120 s, the amount of oxidation increased
with Si-rich oxide mostly present on T2 and A15 phases. It is expected to cover

other regions slowly with time.

The cross-section of the alloy after 20 h of oxidation in Figure 5.19 showed
formation of silica rich film at the top with Ta dispersed in it. XRD results as
shown in Figure 5.20 confirmed that Ta is present in the form of Ta>Os. Table
5.4 provides the phase fractions of each phase. However, these phase fractions
do not include the amount of glassy phase as its peaks were not seen in XRD.
Ta is more electropositive as compared to other elements in the system
(Pauling’s electronegativity [240] : Ta = 1.5, Mo = 2.16, Si = 1.9, B = 2.04). It has
lower electron affinity and may combine easily with oxygen and considered as
reactive [59]. Since Ta is reactive, we propose that it oxidizes preferentially to
form Ta>Os and when borosilica starts to form, this mixes with the scale and
helps in increasing viscosity and better sealing of the scale resulting in reduced
oxygen diffusion and better oxidation resistance. Addition of 5 at% of Ta
improved the oxidation resistance. At 1350 °C, the mass loss was lower, and the

sample quickly achieved a steady state as evident in Figure 5.18.

SEM images indicated initial mass loss due to (MoOs)s evaporation followed
by mass gain due to oxides formation. In alloy 711-5Ta at 1100 °C, the oxide
scale is thickest (~72 pm) as compared to 71-5Ta at 1350 °C and 721-5Ta at both
temperatures. Thick scale indicates greater metal recession due to Mo
evaporation, however, the mass gain due to Si and Ta oxides formation
compensates for the mass loss numerically resulting in slower mass loss before
reaching to steady state (Figure 5.18). This shows the amount of Mo lost at 1100
°C was much more than that at 1350 °C. At 1100 °C, there are two factors that
decrease the scale viscosity, lower temperature and the presence of Ta. At

higher temperatures (1350 °C in this work), the temperature reduces scale
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viscosity, so the role of Ta in scale densification becomes easier. This indicates

that Ta improves oxidation resistance at higher temperatures. A thin oxide

layer with thickness 20 pm formed on alloy 711-5 Ta alloy at 1350 °C (as shown

in Figure 5.19 Cross-sectional view of samples oxidized at 1100 °C and 1350

°C.Figure 5.19) quickly and the oxide scale became stable without any

significant mass loss. The alloy 711-5Ta performed better than all other alloys

without and with Ta.
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Figure 5.18 Mass change per unit area as function of time during oxidation of (a) alloys 711 and
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124



711-5Ta,1350 °C, Thickness: 20 um
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711-5Ta, 1100 °C, Thickness:72 ym
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Figure 5.19 Cross-sectional view of samples oxidized at 1100 °C and 1350 °C.
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Figure 5.20 Mo-Si-B alloys with 5 at% Ta in non-oxidized condition and oxidized at 1100 °C and
1350 °C.
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Table 5.4. Phase fraction sin Mo-5i-B alloys containing Ta after oxidation.

Alloy Mo (ss) | MosSi (A15) | MosSiB2 (T2) | Ta2Os
711-5Ta 9.1 29.2 61.6 -
711-5Ta-1100 °C 71.2 1.8 14 25.6
711-5Ta-1350 °C 65.7 - - 34.3
721-5Ta - 68.5 31.5 -
721-5Ta-1100 °C 41.7 28.2 53 24.8
721-5Ta-1350 °C 84.5 - 6.4 9.1
5.5.3 Effect of Si:B ratio

In this work, the alloys were made with Si/B ratio as 1 and 2. Presence of boron
in the alloy affects the viscosity of the oxide scale that forms during oxidation.
The effect of Si/B ratio on scale viscosity and its flow can be explained with the
help of schematic shown in Figure 5.21. More Si will contribute to more SiO2
formation and better protection of the substrate. But the formation of SiO: is
not sufficient for improved oxidation. The SiO> that was formed must flow and
cover the surface. At higher temperatures the viscosity reduces which improves

flowability of glassy oxide.

When the amount of B2Os increases, the scale viscosity decreases [54,213].
Therefore, alloys with Si/B ratio as 1 will have lower scale viscosities as
compared to the alloys with Si/B ratio as 2. If we compare initial mass loss of
alloys 811 and 821 at 1350 °C, the loss is more in alloy 811 which is the alloy
with lower viscosity. It can be inferred that the faster mass loss could be due to
more diffusion through the oxide scale due to its less amount of SiO2 present
and lower scale viscosity under these conditions. Even if the scale can flow

easily and provide better surface coverage, oxygen can penetrate easily to form
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oxides and once MoOs forms it can vaporize. However, the oxide layer became
stable after some time in both alloys. Similar effect of Si/B ratio was observed
in 711 and 721 alloys at 1350 °C. Viscosity of alloys depends not only on the
Si/B ratio, but also on temperature. At lower temperature i.e., 1100 °C, the
behaviour of alloys 811 and 821 changed. The temperature increased the
viscosity of the alloys but as the alloy 811 has lower viscosity than 821 due to
more B2Os formation, it achieved sufficient viscosity for a better flow, surface

coverage and reduced oxygen penetration.

Si/B =1; low viscosity; easy glass flow

r
t"\)( v —

) af

Si/B = 2; high viscosity; difficult glass flow

Figure 5.21 Effect of Si/B ratio on glassy scale flow

5.5.4 Effect of Al additions

Oxidation of alloy 811-5Al at 1100 °C initially showed mass loss which was
higher than 821-5Al under same conditions and then mass change became
constant (Figure 5.22). In alloy 821-5Al, after a smaller initial mass loss, the
curve flattened after 13 hours of oxidation. In these alloys, the presence of Al is
an additional factor that reduces viscosity. It forms Al.O3; upon oxidation and
when it mixes with SiOy, it tends to reduce its viscosity [211,241]. In the alloy
with lower boron content, the lower viscosity helps borosilica scale to flow and
cover the surface. It seems that Al addition to the alloy with high boron content

reduces viscosity to a larger extent and allows easy oxygen permeation through
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it resulting in faster initial mass loss. At 1350 °C, both alloys exhibited rapid
mass loss, and the samples were destroyed with oxide formation within 5
hours. Above 1300 °C when most of the boria evaporated, two factors, first is
temperature and second is AlbOs; which stays in the scale, reduced scale
viscosity. Looking at the mass change trend, it can be concluded that the
viscosity was low enough for easy oxygen penetration through it. This resulted
in mass loss due to oxide formation and volatilization. Viscosity of SiO; glass
with varying AlO; amount was calculated based on the data provided by
Urbain et al. [184] and is plotted in Figure 5.23. It shows that as Al>O3 content
increases, the viscosity of scale reduces. This reduction was rapid at lower

AlbOs contents and then becomes low as the Al,O3; content increases.
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Figure 5.22 Mass change in (a) Mo-Si-B base alloys (b) alloys with Al at 1100 °C and 1350 °C.
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5.6 Summary

Oxidation behaviour of Mo-Si-B alloys and effect of refractory metals (W, Ta)
and Al addition was studied. W was added to remove detrimental A15 phase,
and it was found that addition of 10 at% W to alloy 721 resulted in A15 removal
along with formation of metal rich solid solution which was absent from the
base alloy. To remove A15 from alloys with 80 at% Mo, a relatively higher
amount of W (20 at%) was required. However, W addition to the alloys
degraded the oxidation properties. Addition of 5 at% Ta improved the
oxidation properties by forming Ta>Os during oxidation. Alloy 711 with 5 at%
Ta showed the maximum improvement in oxidation resistance and formed
stable oxide layer faster without any significant mass loss at 1100 and 1350 °C.
A thin SiOz-rich oxide layer (~20 pm) without any significant damage to the
substrate was observed through the cross-sectional view of the sample oxidized
at 1350 °C. Al addition to the alloy 811 showed some improvement at 1100 °C,
but the properties degraded drastically at 1350 °C which possibly occurred due
to reduction in viscosity of borosilica scale due to combined effect of
temperature and ALO; formation. Based on this work, it can be concluded that
Al is not a good choice for addition to Mo-Si-B alloys for higher operating
temperatures. Since Ta has shown better results, the effect of its addition to Mo-

Si-B alloys should be explored in future studies.
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Chapter 6 Oxidation behaviour of Ultra-High

Temperature Ceramics

6.1 Introduction

Materials such as borides and carbides of Zr and Hf are often considered as
ultra-high temperature ceramics (UHTCs) [168,169,242]. The borides are often
used in tandem with SiC to form UHTC composites for potential applications
in thermal protection systems (exposure temperatures > 1500 °C [213,243]), e.g.,
in hypersonic re-entry vehicles. UHTCs for hypersonic vehicles (with speeds of
Mach 5 or higher) may experience a wide temperature range from room
temperature to over 2000 °C [244]. Broadly, the oxidation mechanisms can be
divided into two distinct types at elevated temperatures. At temperatures
above 1650 °C, active oxidation of SiC occurs and the structure of the oxide
scale includes a ZrO; top-layer and a sub-surface SiO: rich layer [63,213]. At
temperatures below the active oxidation temperature, the structure of the oxide
scale is completely different, with SiOz forming as the external layer with ZrO»
islands developing within the silica scale [108,213,245]. In the first case, Ouyang
et al. [108] showed that ZrO: acts as a natively grown thermal barrier, with a
relatively pliant SiO; being instrumental in anchoring the ZrO, grains.
Following a temperature drop across the ZrO,, the temperature to which the
underlying SiO; layer is exposed would be under the active oxidation

temperature.

131



The temperature of interest for this work is 1600 °C up to which a SiO»-rich
scale is formed at the top which is known to protect the underlying substrate
during oxidation. Investigating the oxidation behavior at these temperatures
allows us to explore the SiOz scale formation mechanism directly through a
series of ex-situ studies that allows us to monitor the evolution of the surface
oxide. The dynamics of the scale formation thus studied potentially provides
information about tuning the SiOz scale chemistry, which in turn can translate
to higher surface temperatures, where ZrO, forms externally, but SiO:
nonetheless forms at the subscale and is exposed to approximately 1600-
1650°C. At temperatures below the active oxidation temperature, beneath the
protective SiO: layer, crystalline ZrO: in case of ZrB; and HfO; in case of HfB»
is formed. The coarsening kinetics of these refractory oxides provide insights
into the dynamics of the SiOz scale. Furthermore, these oxides are porous which

are filled with SiO»-rich oxide.

The stability of oxide scale depends on many factors such as composition and
operating temperature [93,168]. Therefore, to improve oxidation resistance, it
becomes extremely important to control the composition and properties of
oxide scale. This can be accomplished by modifying the composition of base
ceramics. For example, in some studies nitrides, carbides and silicides of
various metals such as AIN [108,118], TaC [119,122], M (Zr, Mo, Ta, W)Si2
[120,246] were added to ZrB.-SiC ceramics. These additions affect silica scale
composition, viscosity, surface coverage, oxide scale structure and overall
oxidation properties of the system [108,120,242], which is reflected in the
coarsening of crystalline oxide features on the surface scale as well as in the
development of the multilayered structure in the oxygen affected zones along

the cross-section.

In studies by Ouyang et al. [108,118], the effect of AIN on oxidation properties
of ZrB,-SiC ceramics was studied. It was reported that at 1600 °C, an optimal
amount of AIN (10 vol %) increased oxidation resistance. When the amount was
too small or too high, it was harmful. AIN addition to the these ceramics results

in the formation of AlOs; which reduces the SiO. scale viscosity
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[172,184,211,241]. The reduced viscosity facilitates faster spreading of SiO:
scale and better surface coverage, at the same time it promotes oxygen
permeation through the scale. The addition of other elements such as Ta in the
scale along with AIN can alter oxidation properties. Ta oxidizes to form Ta>Os
in the oxide scale. It is reported that Ta>Os increases scale viscosity of
borosilicate glasses and also modifies other structural properties of the oxides
such as SiO2 network and phase separation within the oxide scale [120,122]. As
AlOs decreases viscosity and Ta2Os increases it, their combination will be
helpful in tuning the scale viscosity. Wang et al. studied the effect of TaC
addition on oxidation of ZrB,-20 vol% SiC ceramics in temperature range of
1200-1500 °C and showed that 10 vol% reduced oxidation resistance, whereas

30 vol% addition improved the oxidation resistance.

Opila et al. [122] added 20 vol% TaC and 20 vol% TaSi> to ZrB-20 vol% SiC
ceramics and found that TaSi> addition improved oxidation resistance while
TaC degraded oxidation resistance. This indicates that the form of Ta addition
plays an important role in the oxidation behaviour. It was shown that improved
oxidation resistance on TaSiz> addition is not due to presence of Si which may
form more glass, but it is solely because of Ta which causes phase separation in
glassy scale resulting in increased viscosity [122]. However, during oxidation,
C from TaC may escape from the substrate resulting in increased porosity
providing paths for easy oxygen permeation [122]. Another possible addition
could be CeO; due the relatively large size of Ce atom (atomic radius [247] Ce:
1.85 A, Ta: 1.45 A, Si: 1.32 A, Zr: 1.6 A) and low electronegativity (Pauling
electronegativities [247]- Ce: 1.12, Ta: 1.5, Si: 1.9, Zr: 1.33 ). Due to its highly
electropositive nature, it is likely to preferentially diffuse outward to the
surface and react with atmospheric oxygen to form an oxide. The
electropositive nature of the Ce cation can also influence the SiO> network, thus
affecting the scale viscosity and dynamics. The large size of Ce is known to
result in a blocking effect in crystalline scales; elements with larger cationic
sizes also tend to diffuse slowly, thereby slowing down the scale growth. To

the best of our knowledge, the effect of CeO2 additions on the oxidation of
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UHTCs has not been reported in the literature; however, it was found that CeO-
affects the structural properties of silicate glasses [248]. It promotes Al ions to
stay in Al(6) coordination or as AlOe resulting in the formation of non-bridging
oxygens (NBOs) in the glass structure which reduce glass viscosity [248]. A
combined effect of reduced viscosity (i.e., faster surface coverage by the glassy
SiOz rich scale) and preferential oxidation resulting in the formation of CeOz
may improve the oxidation resistance of ceramics. Therefore, in this work, the
effect of AIN, TaC and CeO; addition to ZrB»-SiC UHTCs was studied. The
effects of TaC and CeO; addition, in isolation, as well as their effect when added
in tandem with AIN were explored. The combined effect of these ceramics and
CeO; addition on oxidation properties of UHTCs has not been studied yet and
it is worth studying how Al and Ce ions would affect synergistically. Therefore,
the alloys with varying compositions were prepared expecting that these
combinations may tune the scale viscosity and improve oxidation resistance.
The fabricated samples were then exposed to stagnant air at 1600 °C for

oxidation.

6.2 Experimental Methods

The powders with purity > 99.5 % were procured from Sigma Aldrich and
Thermofisher Scientific and the compositions of the samples prepared for this
work is mentioned in Table 6.1. The powders were mixed first using a mortar
and pestle and then milled for 1 hour. The prepared powders were then spark-
plasma sintered at 1750 °C applying 40 MPa pressure for 10 min in graphite
mould of 10 mm diameter. The thickness of the prepared samples was
approximately 4 mm. After this, the samples were ground to remove the
graphite layer and then cleaned ultrasonically in ethanol and distilled water.
Densification of the samples was measured using Archimedes method which
was in the range of 96-99%. X-ray diffraction (XRD, PANalytical XPERT-PRO,
Cu-Ka radiation = 1.54 A), Scanning electron microscopy (SEM, JEOL-6610LV)
and Energy Dispersive Spectroscopy (EDS) analysis using 15 kV, was done

prior to oxidation to confirm the phases formed after sintering.
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The samples were inserted in a pre-heated muffle furnace (SMNANO TECH-
CAME-1700-8L model with MoSi» heating element) at 1600 °C for oxidation in
stagnant air, heated for 5 min and were taken out for SEM and EDS analyses.
This step was repeated after heating samples for 15 min and 10 h to study
temporal evolution of the oxide scale. The mass of each sample was measured
periodically throughout the oxidation experiments. After 10 h of oxidation, the
samples were sectioned to observe the oxide growth through cross section. The
cross-sections of the oxidized samples were studied systematically, starting
from the top of the sample to the inner core, with a series of micrographs
captured and stitched seamlessly to reveal the chemical gradients set-up within

the oxidized samples as a function of depth.

Table 6.1. Composition of UHTCs in vol% for oxidation studies

Sample ZrB, |SiC | AIN | CeO2 |TaC
ZSA721 70 20 10

ZSAT72-5-5 |70 20 5 - 5
ZSAC72-5-5 |70 20 5 5 -
Z5C721 70 20 - 10 -
Z5C631 60 30 - 10 -
Z5T631 60 30 - - 10

6.3 Thermodynamic stability and volatility diagrams

Volatility diagram for ZrB,-SiC-AIN, ZrB,-SiC-AIN-TaC and ZrB>-SiC-AIN-
CeOz shown in Figure 6.1, Figure 6.2 and Figure 6.3 respectively. According to
these diagrams, the stable (non-volatile) oxides that will form at 1600 °C should
be SiOz, ZrO», B203, and Al2O3, Ta20Os and CeOz and volatile species will be SiO,
B20s, BO2 and AlO. Lower pO: values for SiOx(1) formation from SiC indicates
that it is more stable than ZrO; formation from ZrB; at all temperatures. AIN
or AlbO; transforms into vapor species as Al,O at very low oxygen partial

pressures. Therefore, Al2O3 should remain stable at pO: in air. This suggests
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that the possible stable oxides in the outer scale in sample containing Al>O3 will
be ZrO; and AL:Os. B2Os has a tendency to evaporate as gas due to its high
vapor pressure as compared to other species. Experimental results on UHTCs
show formation of smooth Si-rich scale without any grains indicating
amorphous silica or borosilica glass with ZrO, agglomerates. The volatility
diagram in Figure 6.3 shows CeOz remains stable at wide range and forms CeO

gas at very low oxygen partial pressure values.
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Figure 6.1 Volatility diagram of ZrB»-SiC-AIN system at 1600 °C
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Figure 6.3. Volatility diagram of ZrB»-S5iC-AIN-CeO; system at 1600 °C
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6.4 Oxidation behaviour of Ultra-High Temperature Ceramics

6.4.1 Oxide scale microstructures

Initial microstructures show ZrB; matrix as brighter phase while SiC and AIN
as dark phases (Figure 6.4). Since SiC and AIN have similar Z contrasts, it was
difficult to differentiate the two phases using SEM. In UHTC ZSA721, dark SiC
and AIN phases are embedded in bright ZrB> matrix, where AIN particles are
smaller than SiC as evident from EDS maps. CeO2 and TaC appeared as small
brighter particles in ZrB> matrix in alloy ZSAC72-5-5 and ZSAT72-5-5

respectively.

Figure 6.4 Microstructures and EDS maps of as-fabricated ZSA721, ZSAC72-5-5 and ZSAT72-

5-5 UHTCs using back scattered imaging. All images are at same magnification.

The microstructures of as-fabricated ceramics and their surfaces after oxidation
at different time intervals are shown in Figure 6.5. Oxidation of ZSA721 for 5

min at 1600 °C resulted in formation of smooth glassy surface embedded with
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coarse bright particles. After 15 min, more SiO; scale formation was observed
and at the end of 10 h, SiOz scale enriched with ZrO; agglomerates was found.
The elemental maps clearly show Si and XRD results after oxidation (Figure
6.13) do not show Si peak indicating formation of amorphous oxide. This agrees
with the observations by Ouyang et al. [118,176]. AIN results in formation of
AlOs during oxidation which results in glass viscosity reduction and increased
diffusivity. In our previous work also, Al ions addition to SiO2 glass resulted in
increased diffusivity [241]. Coarse ZrO, formation occurs due to Ostwald
ripening process which depends on the solubility of ZrO, particles in glassy
melt [118]. According to Karlsdottir and Halloran [182,245], SiO2-B203-ZrOz
ternary liquid forms during oxidation of ZrB>-S5iC UHTCs in which ZrO: is
soluble. As B2Os evaporates from this liquid, the composition shifts to SiO»-
ZrO; composition where ZrO> does not remain soluble and precipitates out.
The presence of AlOs results in low viscosity of the melt can make ZrOs
movement easier resulting in Ostwald ripening and formation of coarse

agglomerates.
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Figure 6.5 Surface microstructures of UHTCs using BSE imaging prior to oxidation and post

oxidation for 5 min, 15 min and 10 h. (a)-(d) ZSA721, (e)-(h) ZSAT72-5-5, (i)-(l) ZST631

When 5 at% TaC was added along with 5 at% AIN to make ZSAT72-5-5, its
oxidation after 5 minutes resulted in SiO> scale embedded with ZrO» particles
as can be seen in Figure 6.5 e-h. The scale morphology at this step was different
from the sample containing only AIN. This could be due to the presence of Ta
cation in the SiO»-rich scale in initial stage as it results in increased scale
viscosity [120]. The presence of smaller ZrO; particles at the surface indicates
less ZrOz mobility resulting in slightly lower coarsening. Coarsening of ZrO>
agglomerates occurred all over the surface after 10 h of exposure. EDS analysis
of cross section and XRD of exposed surface after oxidation confirmed the
particles as ZrO». This suggests that the presence of small amount of TaC does

not affect scale structure much. In sample ZS5T631, oxide flakes and cavities
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appeared after 5 min of oxidation. Upon oxidation for 15 min SiO2 with ZrO»
agglomerates at some places was seen. Later, after 10 h SiO scale got enriched
with ZrO; agglomerates on the entire surface. It appears that the amount of
ZrO; is more in ZSAT72-55 as compared to ZST631 which could be due to the
relatively lower amount of ZrB: (60 vol%) in the latter sample. In addition to
this, deep cavities/pores also appeared on the surface. These cavities were
clearly visible on the cross section of the sample as well and it seems that these
were formed due to bubble formation. These were probably because of
escaping of CO or CO: formed from carbon present in SiC and TaC. These
results were consistent with the observations by Opila et al. [122]. Oxygen can
easily penetrate through these cavities resulting in increased oxidation which
inhibits formation of protective scale. Ta diffuses outwards like Si and as there
is no protective layer, and in presence of pores it becomes easier for Ta to
diffuse and oxidize [119]. It was reported that Ta forms Ta>Os and increases the
scale viscosity [120]. High viscosity may reduce oxygen diffusion through the
scale, but at the same time it may reduce the scale flow or spread over the

surface.

During oxidation of samples when both AIN and CeO, were added to ZrB,-SiC
(ZSAC721-5-5), small convection cells were observed at some regions after 15
min of exposure along with Al-rich rod-like structures which probably have
formed due to oxidation of AIN to Al2O3. When fresh ZrO>+SiO2+B20Os oxides
form beneath ZrO; layer, an increase in volume takes place leading to transport
of this mixture to the surface. This mixture then flows laterally, and some
patterns are formed due to viscosity difference [114,182,245]. Most of the ZrO»
stays at the center while the glassy scale flows. As the scale flows, B2O; starts
to evaporate as its vapor pressure on the surface is much higher than SiO> (233
Pa for B203, 3 x 10+ for SiOz) [182,245]. B.Os3 evaporation results in viscosity
during the flow leaving floral patterns behind. The darker regions show B2O3,
and relatively brighter regions show SiO»-rich scale. At this stage, Ce also

migrates to the top. These convection cells were not observed on the surface at
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the end of 10 h due to formation of protective SiO»-rich scale at the top. At some

regions, ZrO; particles were also observed.

ZSAC72-5-5 ZSC721 ZSC631

min

min

15
min

10 h

Figure 6.6. Surface microstructures of UHTCs using BSE imaging prior to oxidation and post
oxidation for 5 min, 15 min and 10 h. (a)-(d) ZSAC72-5-5, (e)-(h) ZSC721, (i)-(l) ZSC631

Samples ZSC721 and ZSC631 initially formed SiO: glass with ZrOz
agglomerates. The ZrO; agglomerates were smaller in size and lesser in amount
on ZSC631 surface as compared to ZSC721. As ZSC631 had higher SiC content
and lower ZrB> content, it led to the formation of more SiO> during oxidation.
At the end of 10 h, a uniform SiO; layer was observed on both samples. When
oxidation started in these two samples, SiO2 and ZrO; formed. Now, as CeO2
was also present, it results in the formation of NBOs in SiO». Presence of NBOs
can make the oxygen diffusion faster and this phenomenon was also observed

in our previous work [241]. Increased oxygen diffusion increases oxidation
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resulting in more SiO2 formation. According to volatility diagram calculations,
SiC can oxidize to SiO2 at lower Poz values than that required for ZrBs to ZrO»
formation. This suggests that SiC can oxidize as soon as small oxygen
concentration gets available at the substrate oxide interface. The SiOz glassy
scale then moves outwards along with Ce covering the underlying oxide at the

end of 10 h of oxidation.
6.4.2 Oxide scale cross sectional microstructures

The alloy ZSA721 containing 10 vol% Al, showed mass gain of ~58 mg/cm? at
the end of 10 h of exposure at 1600 °C with average oxide layer thickness of
1388 + 100 pm. The cross section after oxidation is shown in Figure 6.7. The
sample formed a thick and porous layer consisting of mostly ZrO2 columns
with SiOs-rich scale trapped within the pores. The UHTC ZSAT72-5-5 with
addition of 5 vol% TaC resulted in the formation of thick and porous oxide
layer of 1357 + 100 pm (Figure 6.8). A minute glassy SiO.-rich layer with
thickness of ~25 pm was found at the top resulting in continuous oxidation. If
we compare the cross section with the surface after 10 h of oxidation, the
surface shows coarsening of ZrO: (Figure 6.5) and smooth SiO»-rich scale in
smaller region. This suggests that the addition of Ta has slightly increased the
scale viscosity. However, the microstructures reveal the formation of non-
protective oxide scale formation and the improvement in oxidation resistance
was not observed. The sample ZST631 containing only TaC, suffered the
maximum damage. It formed a highly porous and thick oxide layer of around
1477 + 200 pm thickness showing a mass gain of 69 mg/cm?. The oxide layer
consisted of long ZrO; grains filled with SiO2 without any protective SiOz scale

at the top (Figure 6.9).
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ZSAT721

Figure 6.7. a) Cross section of sample ZSA721 after oxidation for 10h, b), c) magnified view of
the cross section, d) electron image of upper region of the cross section for elemental mapping,
e) layered image, f)-O) elemental mapping.
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ZSAT72-5-5

Figure 6.8. a) Cross section of ZSAT72-5-5 sample after oxidation at 1600 °C for 10 h, b), c)
magnified view the cross section obtained by stitching the images together from top to bottom,

d)-i) EDS elemental mapping of the upper region.
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Figure 6.9. a) Cross section of ZST631 sample after oxidation at 1600 for 10 h, b),c) magnified
view the cross section obtained by stitching the images together from top to bottom, c)-h) EDS

elemental mapping of the upper region.

In alloy ZSAC72-5-5, when 5 vol% CeO; was added at the expense of Al, the
oxide layer thickness was 550 + 75 pm. The cross section of oxidized ZSAC72-
5-5 as shown in Figure 6.10 revealed the formation of glassy SiO: scale at the
top with ZrOs fingers beneath it. The channels between ZrOs fingers were filled
with SiOz-rich glass. ZrOs changed from finger-like structure to globular on
moving to the depth. Below ZrO;, SiC depleted zone was also observed. The
SiO; top layer was smooth and dense with some pits indicating bubbling
during oxidation. EDS maps showed fine Ce particles homogeneously

dispersed in SiO; top layer indicating presence of CeOx.
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ZSAC72-5-5

Electron (mage 1

Figure 6.10 a) Cross section of ZSAC72-5-5 sample after oxidation at 1600 °C for 10 h, b)
magnified view the cross section obtained by stitching the images together from top to bottom,

c)-h) EDS elemental mapping of the upper region.
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ZSC721

Figure 6.11 a) Cross section of ZSC721 sample after oxidation at 1600 for 10 h, b) magnified
view the cross section obtained by stitching the images together from top to bottom, c)-g) EDS

elemental mapping of the upper region.

Sample ZSC721 and Z5C631 oxidized to form ZrOz and SiO; oxide layers. CeOz
was uniformly dispersed in SiOz top layer, and this mixture was also filled in
the gaps between ZrO: fingers. The oxide scale present on ZSC721 did not show
significant pores, while the oxide scale on ZSC631 was porous as can be seen
from Figure 6.12. But these pores or cavities were not seen in the top SiOz layer.
As the latter UHTC had more SiC content (i.e., 30 vol%), the pores could be due
to higher S5iO; and CO formation resulting in cavities as the gases escape. There

was not much difference in the mass gain of these two samples and the oxide
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layer that formed on ZSC631 was slightly thinner with an average thickness of
about 623 + 40 pm. As SiC content is higher in ZSC631, SiO»-rich layer probably
has formed relatively faster and in larger amount than that in ZSC721. Similar
observation was made by Williams et al. [249] for high silicon content in the
samples. The thickness of SiC-depleted zone in ZSC721 with lower Si (20vol%)
content than ZSC631 (30vol%) was less and ZrO2 was denser. The oxidation
mechanism seems similar in both ZSC721 and ZSC631, but the oxide structure
in terms of thickness of various layers is slightly different. We assume that this

difference is due to the varying ZrB> and SiC contents in the two samples.

ZSC631

Figure 6.12. a) Cross section of ZSC631 sample after oxidation at 1600 for 10h, b) magnified
view the cross section obtained by stitching the images together from top to bottom, c)-g) EDS

elemental mapping of the upper region.
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6.4.3 Oxidation kinetics

Mass gain and average thickness of oxide layer at the end of 10 h of oxidation
for UHTC samples is mentioned in Table 6.2. The alloy ZSA721 showed mass
gain of ~58 mg/cm? at the end of 10 h of exposure at 1600 °C. The mass gain
was mostly due to the formation of ZrO: fingers and silica-rich scale trapped
within those fingers. The stable oxide layer was not found which would have
prevented the oxidation XRD analysis as shown in Figure 6.13 shows only ZrO»
peaks as SiO2 peaks were absent due to its amorphous nature. On adding TaC,
a slight reduction in oxidation rate and overall mass gain was observed as
shown in Figure 6.14. A thin SiO»-rich layer of ~25 pm was observed. However,
the surface microstructure showed coarse ZrO, on the surface embedded in
silica-rich scale. This indicates that the formation of protective SiO»-rich oxide
scale occurred, but it was not stable and insufficient in preventing diffusion of
species across it. The viscosity was low enough for ZrO: formation and its
migration to the surface. XRD analysis after oxidation confirmed that the coarse
particles present on the surface are ZrO; particles. The sample ZST631 with
only TaC (10 vol%) showed the maximum mass gain with a thick and porous
oxide layer (~1477 pm). The mass change plot shows fast mass gain which
could be attributed to the porous scale which enhanced oxygen diffusion and

faster oxidation.

Table 6.2. Mass gain and average oxide layer thickness after 10 h of exposure at 1600 °C.

Sample Mass gain Average oxide 5iO2 SiC
(mg/cm?) layer thickness thickness depleted
(hm) (hm) | zone (hm)
ZSA721 58 1388 + 100 ~5 156 + 12
ZSAC72-5-5 40 550 + 75 82+10 200 + 15
ZSAT72-5-5 45 1357 + 100 25+5 240+ 15
75C721 56 754 + 36 91+ 10 380 + 25
75C631 54 623 + 40 72+ 10 266 + 25
ZST631 69 1477 + 200 - 258 + 10
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Figure 6.13. XRD analysis of samples ZSA721, ZSAT72-5-5 and ZST631 (a) before oxidation (b)

after oxidation for 10 h at 1600 °C.
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Figure 6.14 (a) Mass change per unit area during oxidation at 1600 °C after 10 h of oxidation.

In alloy ZSAC72-5-5, in which 5 vol% CeO; was added at the expense of Al, the

mass gain reduced to ~ 40 mg/cm? and the mass gain rate was minimum. The

cross section shows SiOp-rich scale at the top which reduced the oxygen

diffusion and oxide rate formation resulting in slow mass gain. In samples

Z5C721 and ZSC631, there was not much difference in mass gain; however, it

was much higher than the sample containing both AIN and CeO.. This

indicates that initially, the oxidation rate was faster which is also evident from

the surface microstructures taken at short durations. After 15 min of oxidation
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ZSAC72-5-5 showed formation of SiO,-rich scale with convection cells at some
regions, while the samples ZSC721 and ZSC631 showed formation of SiO-rich
glass with coarse ZrO; particles. However, at the end of 10 h, stable oxide layer

was observed on all the samples.
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Figure 6.15. XRD analysis of samples containing CeO: (a) before oxidation (b) & (c) after
oxidation for 10 h at 1600 °C. (b) shows the results with background and (c) shows the results
after background removal from ZSC721 and ZSC631 for better visibility of peaks.

The mass change plot (Figure 6.14) shows slower mass gain in ZSC631 as
compared to ZSC721 which could be due to early formation of SiO; layer and
less amount of ZrO,. XRD analysis in Figure 6.15 shows formation of ZrSiOs in
samples ZSAC72-5-5 which is reported to reduce oxidation rate by enhancing
the thermal stability of SiO»-rich scale [119]. Some ZrSiOs peaks were also

observed in ZSC721 and ZSC 631 samples and we speculate its formation in
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minor quantities, but it is difficult to say conclusively. Therefore, a detailed
analysis was done using EDS-PhaSe software developed by Beniwal et al. [250].
The SEM and EDS images were used to generate masks at the regions where
Zr, Si and O compositions match the stoichiometry of ZrSiO4, and the area was
calculated to approximate its amount. The role of ZrSiOs on oxidation

behaviour is explained in detail in the next section.
6.4.4 Phenomenological model and oxidation pathways

For UHTC ZSA721, oxidized surface at the end of 10 h was covered with ZrO»
agglomerates with small amount SiO»-rich scale. The cross section of the same
sample showed a very thin layer of SiO»-rich scale approximately 5 pm. As AIN
is known to reduce scale viscosity, it is proposed that for this composition the
viscosity is low due to the formation of aluminosilicate glass resulting in
upward migration of Zr and more ZrO: fingers. ZrO; doesn’t form
continuously, allowing  for easier oxygen ingress resulting in massive
oxidation of underlying substrate. When 5 vol% CeO: is added along with 5
vol% AIN (ZSAC72-5-5), the surface microstructure and cross section of

oxidized sample showed formation of dense SiO»-rich scale at the top.

The addition of Ce massively reduces the Si depleted zone. Also, with a lower
Al content coupled with Ce (more electropositive element than Zr), the silica
scale forms continuously at the top. EDS maps would suggest that alumino-
Si0O; is intimately mixed with Ce. XRD analysis of the oxidized surface showed
ZrSiO4 peaks instead of ZrOs. Generally, it appears the highly electropositive
Ce preferentially diffuses upwards resulting in suppressed Zr upward
diffusion. This results in a subsurface layer which is enriched in Zr, Si and O
where the ZrSiO4 forms. The Si/ Zr overlap is more in ZSAC compared to ZSC
(where it is almost non-existent) showing a greater possibility of ZrSiOs
formation in ZSAC but not in ZSC721 and ZSC631. It was difficult to clearly
tind Zr/Si overlaps from EDS maps, therefore, EDS-PhaSe software [250] was
used to create ZrS5iOs4 masks which represent the regions that correspond to

stoichiometry of ZrS5iOs on ZSAC72-5-5, ZSC721 and ZSC631 samples as shown
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in Figure 6.16. For sample containing both Al and Ce, this area is
approximately 10.25 %. For ZSC 721, a very small area of 4.64 % shows the

presence of ZrSiOs.

The presence of ZrSiOs in SiOz-rich glasses affects oxide scale structure and
thermal stability. According to Lin and Hwang [248], Al present in CeO2-Al2Os-
SiO2 (CAS) glasses, can act as either network former or network modifier
depending on the glass composition. In presence of CeO,, Al ions tend to stay
in Al(6) instead of Al(4) coordination. When it exists in Al(4) coordination
forming [AlO4]- tetrahedra similar to SiOz tetrahedra, it acts as network former,
whereas in Al(6) coordination when it forms [AlOg]3-, distortion occurs in Si-O
network, and it acts as network modifier. As Ce cations have larger size, it
becomes difficult for Ce to coordinate tetrahedrally, therefore it acts as charge
balancer. Since Ce cations have +4 or +3 charge in glasses and to balance the
excess charge of Ce cations, [AlOg]3 units are easily created than [AlO4]- units.
The formation of [AlOg]3 units creates NBOs in CAS glasses. Now, as NBOs
are present in SiOz glass Zr can bond easily with SiO2 units to form ZrSiOa.

Formation of ZrSiOj4 also depends on ZrO2+5iO2+B>03 composition.

When B2O; evaporates from this mixture and the composition is such that it
moves to two phase ZrO,+SiO; region in the phase diagram where ZrSiO4
forms [182]. Wang et al. [119] suggested that the formation of ZrSiO4 in SiO2
retards inward oxygen diffusion resulting in reduced oxidation. Additionally,
ZrSiO4 present in SiOy, releases Zr into SiO2 which occupies either interstitial
site or substitutes Si atom in SiOa. Presence of Zr in SiO; increases Si-O bond
strength and improves its high temperature stability [186]. These observations
indicate that Ce and Al atoms addition to ZrB»>-SiC UHTCs promote the
formation of ZrSiOy in oxide scale which improves oxidation resistance at 1600

°C in air.
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Figure 6.16. Masks showing regions where the composition matches the ZrSiO4 stoichiometry.
Maske were generated through quantitative analysis of EDS maps using EDS-PhaSe software
[250].

6.5 Summary

ZrB,-SiC UHTCs containing AIN, TaC, CeO: in different concentrations were
oxidized at 1600 °C in stagnant air. Figure 6.17 shows the effect of these
additions on oxidation mechanism, overall mass change and thickness of
outermost SiOz-rich scale. Sample ZSA721 (10 vol% AIN) showed poor
oxidation resistance which could be due to lower scale viscosity through which
oxygen can easily diffuse and enhance oxidation. Al present in SiO. scale
reduces the scale viscosity. It also allows the upward Zr migration leading to
ZrO; coarsening which is evident from the microstructures. A stable silica scale
could not form on this sample. Addition of 5 vol% TaC combined with 5 vol%
AIN (sample ZSAT72-5-5) did not improve any oxidation resistance, but CeOz
addition (ZSAC72-5-5) improved oxidation resistance. Ce migrated at the top
with SiOz-rich glass as can be seen from cross section microstructures and EDS
analysis. The presence of Ce in the scale helps in viscosity reduction as well.
This aided the scale flow resulting in a uniform scale. As Ce preferentially
moves upwards, it suppresses Zr upward movement. The available Zr in the
sublayer can react with O and Si present there resulting in formation of ZrSiOs.

ZrSi0O4 was formed during its oxidation as confirmed by XRD. ZrSiOs densifies
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ZrO; pores and helps in reducing oxygen permeation to the substrate. ZrSiO4
also improves SiO; stability at high temperatures. Oxidation of ZSC721 and
Z5C631 also showed improvement in oxidation resistance by forming
protective SiOp-rich layer. TaC addition resulted in cavities and pores
formation at the top indicating degradation of oxidation resistance. It can be
concluded that CeO> addition with and without AIN addition improved
oxidation resistance of ZrB»-70vol% SiC. Therefore, it is suggested that more

compositions containing AIN and CeO: should be explored.
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Figure 6.17. A visual summary of key insights into the oxidation mechanisms along with the
bar chart showing oxide scale thickness and silica-rich scale thickness at the top

156



Chapter 7 Conclusion

7.1 General conclusions from the thesis

The first part of this work involves determination of the self-diffusivity
of Si and O in amorphous SiO; using molecular dynamics simulations
using different interatomic potentials in the temperature range of 1200-
1700 °C. The addition of Hf to SiO:2 resulted in increased diffusion
kinetics as well as increased activation energy. Hf addition increases Si-
O bond strength which makes it difficult to break resulting in high
activation energy. Higher diffusivity values could be due to formation
of low melting eutectic (which forms at ~2 mol% HfO; in SiO»)
facilitating easy movement of diffusing elements. An optimum amount
of Al addition (3 at%) resulted in increased diffusivity values indicating
reduction in scale viscosity. According to SiO2-Al2O3; phase diagram,
eutectic phase forms at 3.02 mol% of Al:Os resulting in lower melting
point and easy mobility of species.

In Chapter 4, predictive framework through a combination of
mathematical modelling and Cellular Automata was developed. This
model simulates the transient oxidation phenomenon which captures
microstructural changes and calculates mass change at each time-step
for the Mo-Si-B alloys. The model effectively shows the role of the
microstructure scale on borosilica scale formation and oxidation
resistance, which is a function of chemistry, phase connectivity and
spatial distribution.

In Chapter 5, experimental studies on oxidation behaviour of Mo-5i-B
alloys with the effect of Si/B ratio, Mo content and alloying additions
including W, Ta and Al were conducted. Silica-rich scale is protective
but high Si content in the alloy is not the only factor that can improve
oxidation resistance. The addition of W to the alloy worsens the
oxidation resistance even if there is formation of silica rich scale. When
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W forms WO:s on the surface at these temperatures, it impedes borosilica
flow resulting in poor surface coverage and poor oxidation resistance.
Al addition reduces the risk of pesting at moderate temperatures, but at
higher temperatures, it lowers the protective scale viscosity allowing
greater oxygen ingress and accelerated oxidation. The addition of small
amounts of Ta (5 at%) increases scale viscosity and improves oxidation
resistance without significant mass loss.

e The oxidation behaviour of ZrB,-SiC UHTCs with AIN, TaC and CeO;
additions was studied at 1600 °C and presented in Chapter 6. Addition
of TaC showed degradation in the oxidation properties as evident from
the microstructures and mass change plots. However, CeO2 addition
alone and in tandem with AIN showed reduced mass loss and formation
of uniform glassy scale at the top surface indicating improvement in
oxidation resistance. CeO2 in presence of AIN promoted ZrSiO>
formation that improves thermal stability SiO»-rich scale.

7.2 Scope for future work

e The diffusion modelling using Molecular Dynamics was done for only
SiO2 glasses with additives. The work can be extended for predicting
diffusion coefficients and activation energy was borosilica glasses with
elemental additions such as Ce, W and Ta, with the goal of obtaining a
rationale for selecting the appropriate elements. It is worth finding the
diffusivity values for these systems for their further use to model
oxidation.

¢ In the present work, the experimental studies for oxidation of Mo-5i-B
alloys were carried out at 1100 and 1350 °C. These alloys specifically with
W addition must be studied above 1400 °C because WOs is volatile in the
1300-1400 °C temperature regime. As it won’t impede the borosilica scale
flow, it may show improved oxidation resistance.

e In the present work, when TaC was added along with AIN in ZrB>-S5iC
composite, it improved oxidation properties slightly. However, the
addition of TaC alone drastically degraded oxidation properties of
UHTCs. In Mo-5i-B alloys, Ta addition improved oxidation resistance.
Due to this contrasting behaviour of Ta in Mo-5i-B alloys and UHTCs,
more compositions with TaC additions or other forms of Ta such as TaSi>
along with AIN must be studied in future.

e The studies that can replicate the actual environmental conditions
encountered by these materials can be done. For example, UHTCs for

158



hypersonic and aerospace applications experience shock waves, high
velocity (Mach 7-8) and surface temperatures ~3000-4000 °C. Low-cost
testing facilities must be developed for better design of ultra-high
temperature materials. The use and development of computational
modelling approaches for such studies can be beneficial and may
complement the existing test techniques.
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